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Abstract 

 

Voice over IP (VoIP) is used in a broad number of services. In VoIP applications, such 
as Interactive Voice Response and VoIP-phone conversation transcription, speech 
signals are degraded not only by environmental noise but also by transmission network 
errors, distortions induced by encoding and decoding algorithms.  

The effect of noise and network distortions on VoIP speech application depends on the 
nature of application. For example, in public broadcasting, we are concerned with the 
speech quality received by announcement listeners. Therefore, there is a need for a 
continuous automatic quality evaluation of the transmitted audio. Speech quality 
monitoring in VoIP systems enables autonomous system adaptation to network changes 
or environmental noise level changes. While, in VoIP-phone transcription or Interaction 
voice response, the main concern is the accuracy of the speech recognition system. 
Furthermore, there are diverse IP audio transmitters and receivers, from high-
performance computers and mobile phones to low-memory and low-computing-capacity 
embedded systems.  

This study intends to understand the effect of noise-network distortions on automatic 
speech recognition and evaluation of speech quality in VoIP application. Furthermore, 
this work proposes the method to develop highly robust automatic speech recognition 
systems and speech quality prediction models.  

Firstly, a comparative analysis of a speech-to-text system trained on clean speech 
against one trained on integrated noise-network distorted speech is presented. Training 
an ASR model on noise-network distorted speech dataset improves its ability to cope 
with distorted speech without loss of accuracy. Although the performance of an ASR 
model trained on clean speech depends on noise type, this is not the case when noise is 
further distorted by network transmission.  

The model trained on noise-network distorted speech exhibited a 60% improvement rate 
in the word error rate (WER), word match rate (MER), and word information lost (WIL) 
over the model trained on clean speech. Furthermore, the ASR model trained with 
noise-network distorted speech could tolerate a jitter of less than 20% and a packet loss 
of less than 15%, without a decrease in performance. However, WER, MER, and WIL 
increased in proportion to the jitter and packet loss as they exceeded 20% and 15%, 
respectively. Additionally, the model trained on noise-network distorted speech 
exhibited low accuracy loss compared to that trained on clean speech. The ASR model 
trained on noise-network distorted speech can also tolerate signal-to-noise (SNR) values 
of 5 dB and above, without the loss of performance, independent of noise type. 
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Secondly, MiniatureVQNet a single-ended speech quality evaluation method for VoIP 
audio applications based on a lightweight deep neural network (DNN) model is 
proposed. This is followed by the performance analysis of the MiniatureVQNet  model 
trained on clean speech compared to the MiniatureVQNet model trained on integrated 
noise-network distorted speech dataset.  

The proposed model can predict the audio quality independent of the source of 
degradation, whether noise or network, and is light enough to run in embedded systems. 
Two variations of the proposed MiniatureVQNet model were evaluated: a 
MiniatureVQNet model trained on a dataset that contains environmental noise only, 
referred to as MiniatureVQNet–Noise, and a second model trained on both noise and 
network distortions, referred to as MiniatureVQNet–Noise–Network.  

The proposed MiniatureVQNet model outperforms the traditional P.563 method in 
terms of accuracy on all tested network conditions and environmental noise parameters. 
The mean squared error (MSE) of the single-end speech quality prediction methods 
ITU-T P.563, MiniatureVQNet–Noise, and MiniatureVQNet–Noise–Network compared 
to the PESQ (end-to-end method) score for was 2.19, 0.34, and 0.21, respectively.  

The performance of both the MiniatureVQNet–Noise–Network and MiniatureVQNet–
Noise model depends on the noise type for an SNR greater than 0 dB and less than 10 
dB. In addition, training on a noise–network–distorted speech dataset improves the 
model prediction accuracy in all VoIP environment distortions compared to training the 
model on a noise-only dataset.                                        
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CHAPTER 1  INTRODUCTION 

 

IP network is a communication network that uses Internet Protocol (IP) to send and receive 
messages between one or more computers. As one of the most commonly used global 
networks, an IP network is implemented in Internet networks, local area networks (LAN) 
and enterprise networks. Widespread availability of IP network has driven integration of 
different types of communication into IP network, including Voice over Internet Protocol 
(VoIP).  

Today, Voice over Internet Protocol (VoIP) is the most applied method for voice 
communication transmission because of the wide availability of broadband IP network. 
VoIP services can be offered at low price compared to Public switched telephone networks 
(PSTN). An increase in IP network bandwidth, decrease in cost, and increase in the 
accessibility of the IP network has enabled the introduction of more IP audio services 
beyond merely voice call. Internet radios and music streaming applications are examples of 
such services.  

VoIP is a common component of applications such as social networking services, internet 
radio, and multimedia streaming applications. Compared to PSTN, VoIP services can be 
offered on a wide variety of devices such as IP phones, smartphone, and personal 
computers. Thus, there are many services that can be offered by VoIP. 

However, the IP network is a best effort network, the packet delivery is not guaranteed, but 
depends on the availability of resource to transfer the packet at the time.  Hence, in 
additional to the effect of environmental noise on the captured audio signal, the quality of 
audio signal in VoIP is affected by network condition. 

1.1 VoIP Application Ecosystem 

The audio signal transmitted on VoIP application is affected by environmental noise and 
network distortions as Figure 1 shows. The voice captured for transmission in VoIP system 
is not only the desired speakers’ voice but also some background noises e.g. engine noise 
captured during hands free in-vehicle voice call.   

The IP network is a best effort network. Hence, there are network transmission errors when 
speech audio is transmitted through IP networks.  Codecs and Compression, Packet loss, 
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latency, jitter, and Out-of-Order packets are the common IP network transmission errors on 
VoIP speech signal.  

 

 

 

Figure 1 VoIP Application Ecosystem 

 

The effect of audio quality degradation depends much on the nature of the application. For 
example, in two way communication between human beings, the degradation can be 
observed and communication participants can decide mitigation measures, such as 
rescheduling the meeting to a less network congested time. However, in one-way 
communication, which is a common form of VoIP streaming in public addressing systems, 
and internet radio, sender cannot get feedback from the receiver, and in many cases there 
are many VoIP stream recipients for one sender. In this case, many content delivery 
networks (CDN) detects the network quality of connected node and transcodes the stream 
with bitrate appropriate for the node.  Alternatively, the CDN transcodes a set of streams 
for different network bandwidths, and receiving clients can choose the stream based on 
their network conditions.  

Therefore, there is a need to automatically monitor the audio quality in VoIP applications. 
Quality parameters obtained from automatic monitoring of audio quality in VoIP can be 
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used to re-route the audio packets, changing audio codec parameters, changing parameters 
of noise reduction systems, and etc. 

On the other hand, the quality degraded audio in VoIP is an input to other systems, such as 
automatic speech recognition (ASR), interactive voice response (IVR), and voice 
transcription systems. When the audio speech signal input is degraded by Environmental 
noise and network distortion on VoIP audio may lead to inaccurate results or performance 
decrease in different operating environment, considering the wide variety of applications 
and devices in VoIP systems. In this case, the systems need to mitigate the effect of audio 
degradation caused by network and environmental noise distortions in order to increase 
their ability to perform well in noise-network distorted speech environment without loss of 
accuracy.  Moreover, compared to PSTN, VoIP services can be offered on a wide variety of 
devices such as IP phones, smartphone, and personal computers. These devices vary a lot in 
terms of computing power, memory, usage, and usage environment. Although, this is an 
advantage of VoIP, on the contrary, this also introduces challenges in support and 
interoperability of the devices. 

1.2 Tackling Environmental Noise and Network Distortion in VoIP 

Tackling environmental noise and network distortion in VoIP communication is essential to 
ensure high-quality audio and a seamless user experience. There are numerous studies on 
different strategies to address environmental noise and network distortion in VoIP as shown 
in Figure 2. 
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Figure 2 Tackling Environmental Noise and Network Distortion in VoIP 

 

1.2.1 Strategies to Address Environmental Noise in VoIP 

Environmental noise in VoIP refers to unwanted sounds or disturbances from the 
surrounding environment that can negatively affect the quality of voice communication 
during VoIP calls.  This noise can interfere with the clarity of the speaker's voice, making it 
difficult for participants to understand each other. To address environmental noise different 
algorithms are used to remove noise from desired speakers’ voice during capturing (using 
noise cancelling microphones) or after capturing using speech enhancement algorithms.  

1.2.1.1 Noise-Canceling Microphones and Headphones 

Noise cancelling microphones and headphones employ active noise cancellation (ANC) 
techniques to attenuate environmental noise (Liu et al., 2023), (Molesworth et al., 2013).  
ANC is more effective at reducing low frequency sounds (Ang et al., 2017).  

1.2.1.2 Speech Enhancement 

The goal of speech enhancement is to make noisy degraded speech signals more clear, 
natural, and understandable by reducing or eliminating various types of interference such 
as: background Noise, reverberation, channel distortions, cross-talk and codec artifacts. 
Removing background noise using audio signal processing techniques include. 
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Classical signal processing methods: Wiener Suppression rule (Wiener, 1949), and 
Spectral Subtraction (Loizou, 2013). 

Statistical based methods: Maximum likelihood, Short-term minimum mean-square 
estimator (MMSE), Short-term Log-MMSE, Joint Maximum a-Posteriori Spectral 
Amplitude and Phase (JMAP SAP) (Loizou, 2013). 

Machine learning methods: There are different developed DNN models for speech 
enhancement using different network architecture. In Xu’s work, the regression-based 
speech enhancement framework (Xu et al., 2014) was proposed, later DNN speech 
enhancement self-optimized by reinforcement learning (Koizumi et al., 2017) was studied. 
Moreover, other works are based on different network architecture like Long short-term 
memory (Weninger et al., 2015) and   Generative Adversarial Network (Pascual et al., 
2017).  

1.2.2 VoIP Measure to Avoid Network Distortions 

Currently there are different measures implemented to tackle the effect of IP network on 
VoIP call quality. The objective of these measures relies on improving the capacity or 
efficiency utilization of network carrying VoIP packets to avoid network distortions and 
ensure a smoother, higher-quality VoIP experience for users. 

1.2.2.1 Quality of Service (QoS) Configuration 

Implement QoS settings to prioritize VoIP traffic over other types of data on IP networks. 
This ensures that VoIP packets receive preferential treatment and are delivered with 
minimal delay and jitter. 

1.2.2.2 Network Bandwidth Improvement and Management 

Network bandwidth improvement and management ensures that there is sufficient available 
bandwidth to accommodate VoIP traffic without causing congestion or slowdowns. 
Regularly monitor network usage to prevent overloading. 

1.2.2.3 Packet Loss Mitigation 

Utilization of technologies like Forward Error Correction (FEC) and Packet Loss 
Concealment (PLC) to recover lost packets and maintain call quality, even in the presence 
of network packet loss. 
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1.2.2.4 Jitter Buffer Optimization 

Adjust the jitter buffer size appropriately to account for network jitter. A larger buffer can 
help smooth out variations in packet arrival times and reduce the impact of jitter on call 
quality. Jitter buffer management algorithms.  

1.2.2.5 Codec Improvement 

Choose VoIP codecs that strike a balance between bandwidth efficiency and call quality. 
Some codecs are more resilient to packet loss and network variations. For Example Support 
for 8 kHz (Narrowband) to 48 kHz (Fullband), dynamically adjustable bitrate, audio 
bandwidth, and frame size, and packet loss concealment (PLC). 

1.3 Tackling Environmental Noise and Network Distortion in VoIP 
Applications 

Noise and network distortions are not completely eradicated by speech enhancement or 
network improvement. Remnants of noise and network distortions do reach the final 
receiver application. 

Humans can tolerate noise and network distortions and can easily separate the noise and 
network distortions effects from the transmitted VoIP speech. However, for VoIP 
automated services such as call transcription, systems does not have human’s ability and 
their performance degrades on such conditions.  

 

In this thesis, we focus on studying the effect of audio quality degradation caused by 
environmental noise and network distortions in VoIP application, with the goal of 
developing mitigation measures that can be applied in a wide array of VoIP audio devices. 
Our work concentrated on single-ended method for speech quality monitoring and Text-to-
speech applications as representative of then many other VoIP applications. There are many 
studies on the effect measure of environment noise in VoIP applications, and also there are 
a lot of studies on the effect of network quality in VoIP. However, these effects are not 
mutually exclusive, but little work has been done on studying the mutual effect of 
environmental noise and network distortion which is the main focus of this work.    
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1.4 Research Objective 

The main objective of this research work is to analyze the audio quality degradation effect 
of integrated noise and network distortion in VoIP applications and develop mitigation 
measures applicable for a wide variety of VoIP equipment. 

1.5 Specific Objectives 

The specific objectives of this research are: 

1. Analysis of the effect of audio degradation caused by the combination of 
environmental noise and network distortions on VoIP based text-to-speech 
application.  
 

2. Mitigating the effect of audio degradation caused by the combination of 
environmental noise and network distortion on VoIP based text-to-speech 
application.  
 

3. Analysis of the effect of audio degradation caused by the combination of 
environmental noise and network distortions on VoIP based speech quality 
monitoring application. 
 

4.  Mitigating the effect of audio degradation caused by the combination of 
environmental noise and network distortion on VoIP based speech quality 
monitoring application. 

 

1.6 Significance of the Research 

First, this thesis presents the systematic analysis of the effect of audio degradation caused 
by the combination of environmental noise and network distortions on VoIP based 
application. With the increase in computing mobility, VoIP services are offered in different 
computing device and environments. One on the go, a mobile phone network changes, 
users are subjected to different environmental noise.  This analysis is important for 
designing and planning VoIP-based ASR systems, such as Interactive Voice Response, as 
well as VoIP-phone conversations transcription. Furthermore, the effect of noise-network 
distortion is analyzed on single-ended speech monitoring methods. 

Secondly, this work discusses the potential performance optimization of the existing ASR 
models pre-trained on clean speech datasets by re-training the models using integrated 
noise-network distorted speech, and its limitations. Using transfer learning, the 
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performance of the existing ASR models can be optimized to robustly handle noise-
network distorted speech. This method can be replicated in a different problem domain, 
related to noise and network distortions problems.  

This work has resulted in generation of noise-network distorted speech dataset which is a 
contribution to the academic community. The dataset can enable further studies of the 
effect of noise and network condition in VoIP applications.  

Finally, this thesis proposes MiniatureVQNet, a single-ended speech quality evaluation 
method for VoIP audio applications based on a lightweight deep neural network (DNN) 
model. The proposed model can predict the audio quality independent of the source of 
degradation, whether noise or network, and is light enough to run in embedded systems.  

We examined the proposed model performance on different VoIP speech degradation 
factors, including network distortion and acoustic/environmental noise. Furthermore, 
different post-training optimization methods were considered to improve the performance 
in low-resource computing environments such as embedded systems. 

1.7 Thesis Outline 

This thesis contains three main sections. First section includes three chapters, chapter 1 to 
chapter 3, which lays the foundation for the study and the relation between this study and 
other research works related to mitigating the effect of environmental noise and network 
distortions VoIP.  The second part is the main work of this study which includes chapter 4 
to chapter 7. In this part analysis of the effect of environmental noise and network 
distortion on VoIP is done and mitigation measures are proposed. Chapter 8 discusses the 
results of this work and proposes future direction for research.   

Chapter 1 discusses the background of this work. In this chapter the introduction VOIP 
systems is presented, and the automated services in VoIP applications are discussed. The 
importance of automated service such as speech quality monitoring and automatic speech 
recognition is highlighted. Furthermore, the effect of environmental noise and network 
distortion on VoIP speech signal in relation to the automated VoIP services is identified.  

Chapter 2 is literature review. We look on different approach to speech quality monitoring 
and ASR, and the commonality between these two services. The trend from classical signal 
processing method to Deep Neural network methods is discussed, the DNN performance 
and applicability depends on training data.  

Chapter 3 thoroughly analyses the dataset used to train non-intrusive speech quality 
prediction models and ASR. Environmental noise and network distortions are not mutually 
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exclusive. However, there is lack of sufficient studies on mutual effect of environmental 
noise and network distortion on VoIP service.  

Chapter 4 proposes new noise-network distorted speech dataset to facilitate analysis of the 
mutual effect of environmental noise and network distortions on VoIP application. This 
chapter discusses the important environmental noise conditions and network condition 
needs to be captured in the new dataset to reflect on the real environment as much as 
possible. Next, the process to generation the required speech dataset is discussed. This 
includes mixing clean speech signal with environment noise, then transmitting the noisy 
speech signal through emulated network. Emulated network allows controlled change of 
network condition. On receiver part the transmitted noisy speech is received and decoded to 
get noise-network distorted speech dataset at different network and noise conditions.  

In Chapter 5, analysis work of the effect of environmental noise and network distortion on 
automatic speech quality monitoring is done. MiniatureVQNet, a single-ended speech 
quality evaluation method for VoIP audio applications based on a lightweight deep neural 
network (DNN) model is proposed. This chapter includes the rationale for the proposed 
model design. The proposed model can predict the audio quality independent of the source 
of degradation, whether noise or network, or noise and network. The proposed and is light 
enough to run in embedded systems. 

Chapter 6 The MiniatureVQNet model’s performance on different VoIP speech degradation 
factors, including network distortion and acoustic/environmental noise is presented. 
Finally, to enable the model to run on wide variety of computing systems, different post-
training optimization methods were considered to improve the performance in low-resource 
computing environments such as embedded systems.  

Chapter 7 analysis work of the effect of environmental noise and network distortion on 
automatic speech recognition is done, and proposed mitigation measures are proposed. This 
chapter presents the experiment setup for performance evaluation of the ASR on noise-
network distorted speech dataset.  The evaluation is done on two ASR speech models: the 
ASR model trained on clean speech dataset (CSM) and the ASR model trained on noise-
network speech dataset (NNSM). The NNSM was trained by fine-tuning a pre-trained CSM 
on noise-network distorted speech. The evaluation examines the effects of noise type and 
network conditions such as delay, jitter and packet loss on the performance of the ASR 
systems. Then, the performance of the two models is compared on clean speech dataset, 
and noise-network distorted speech dataset. 

Finally, chapter 8 discusses the general outcome of this study, contributions and suggests 
future research possible research works which were not covered by this study.  
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CHAPTER 2  LITERATURE REVIEW 

 

Automating speech quality monitoring in VoIP applications can help to ensure that users 
have a positive experience, free from interruptions and distortions. Automatic speech 
quality monitoring can detect and manage factors that affect speech quality in real-time, 
providing a more reliable and consistent service. ASR technology can be integrated into 
VoIP systems to automate the transcription of spoken language into text. This can be useful 
for various purposes, such as transcribing voice messages, generating subtitles, or enabling 
real-time closed captioning during live events. This chapter discusses different methods of 
automating speech quality monitoring and ASR, and what measures are taken to mitigate 
the effect of noise and network distortions in VoIP applications.  

2.1 Speech Quality Evaluation 

Since the invention of the telephone, voice-based telecommunication has been widely 
adopted. Audio communication involves audio signal capturing, processing, and 
transmission. The receiving end processes the received signal to output the reconstructed 
captured/original audio signal. This process introduces audio degradation. The introduced 
degradation affects the quality of service offered to users. Therefore, there is high interest 
in monitoring audio quality, mainly when the audio is transmitted over an Internet protocol 
(IP) network, the most commonly used global network. The IP network is a best-effort 
delivery network whereby the network does not guarantee that data are delivered or meet 
any quality of service, as the network performance depends entirely on the traffic load. 

Audio quality degradation in IP audio systems is introduced by environmental noise, poor 
network quality, and audio encoding–decoding algorithms. The quality of audio signals in 
IP networks depends much on the network’s performance at a given time instant. In VoIP 
applications such as phone calls and conferences involving two-way communications 
between humans, when the audio signal deteriorates, the involved parties can easily notice 
the situation and take mitigation measures. However, in some IP audio applications, such as 
IP based broadcasting systems, Internet radio, and music streaming apps, the 
communication is always one way, from the transmitter to the receivers. There is no way 
for the transmitter to know the quality at the receiver end. Therefore, there is a need for an 
automatic quality evaluation of the transmitted audio. Speech quality monitoring in VoIP 
systems enables autonomous system adaptation, e.g., changing encoding parameters or re-
announcing. Furthermore, the IP network is shared with other applications. Hence, 
monitoring can detect when the network is overloaded and the monitoring results can be 
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used as an input to an Adaptive Bitrate Switching Algorithm for Speech Applications 
(Alahmadi et al., 2021), so that coding parameters can be changed based on the network 
condition. 

Currently, voice/speech and music are the major categories of audio transmitted over IP 
networks. Music and speech share common audio signal characteristics but have different 
objectives for listeners. High-quality speech and music audio signals should be of the same 
fidelity as the source after processing and transmission. Moreover, for speech 
communication, how easy it is to understand words utterances in the received speech audio 
signal after processing is very important. This measure is called intelligibility. 

Speech quality measures assess a speaker’s utterance voice quality, including attributes 
such as natural, raspy, hoarse, scratchy, and so on. Speech quality is highly subjective and 
difficult to evaluate reliably because individual listeners have different standards of what 
constitutes good or poor quality, resulting in large variations in rating scores among 
listeners listening to the same audio. Intelligibility measures assess “what words the 
speaker said” compared to the “words the listener heard”; that is, the meaning or the 
content of the spoken words understood by the listener.  

Unlike speech quality, speech intelligibility is not subjective. It can be easily measured by 
presenting speech material (sentences, words, etc.) to a group of listeners and asking them 
to identify the words spoken. Intelligibility is quantified by counting the number of words 
or phonemes identified correctly. The relationship between speech intelligibility and speech 
quality is not fully understood. This is partly because we have not yet identified the 
acoustic correlations between quality and intelligibility (Voiers, 1980). Speech can be 
highly intelligible yet be of poor quality.  

Speech audio quality assessment can be performed using subjective listening tests or 
objective measures. In VoIP quality of service the monitored quality is always speech 
quality not intelligibility, which is also the center of the monitoring part of this work.  

2.1.1 Subjective Speech Quality Evaluation Methods 

Mean opinion scores (MOSs) are the most widely used direct subjective speech quality 
evaluation method. The MOS is a categorical judgment method in which listeners rate the 
quality of the speech test signal using a five-point numerical scale, with five indicating 
“excellent” quality and one indicating “unsatisfactory” or “bad” quality. The measured 
quality of the speech test signal is obtained by averaging categorical scores from all 
listeners, and the average score is commonly referred to as the MOS. This method is 
recommended by the IEEE Subcommittee on Subjective Methods (IEEE, 1969) as well as 
by ITU (INTERNATIONAL TELECOMMUNICATION UNION, 1996). In addition, a 
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subjective test methodology for evaluating speech in communication systems that include a 
noise suppression algorithm (INTERNATIONAL TELECOMMUNICATION UNION, 
2003) , which measures the perceived speech quality, is one of the most adopted methods.  

MOS is based on Five-point assessment scale, where the highest numerical score is 5 and 
the lowest numerical score is 1. The highest score of 5 corresponds to very good speech 
quality, the score of 4 corresponds to good quality, the score of 3 corresponds to Fair, the 
score of 2 corresponds to poor speech quality, and the score of 1 corresponds to bad speech 
quality.  

 

Table 1 MOS Five-point assessment scale 

Numerical score Quality 
5 Very good 
4 Good 
3 Fair 
2 Poor 
1 Bad 

 

VoIP service providers use subjective speech quality measurement to improve their service. 
Most service providers ask for the user’s feedback after the call has ended. This is often 
appears as a pop-up message after the call has ended, as shown in Figure 3 VoIP subjective 
call quality measure by VOIP providers from left: Microsoft teams, Whatsapp, Skype.  

 

 

Figure 3 VoIP subjective call quality measure by VOIP providers from left: Microsoft teams, Whatsapp, Skype.  
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However, subjective speech quality measurement is expensive as it requires the recruitment 
of human subjects. Furthermore, subjective quality measurement is not practically 
applicable in automatic speech quality monitoring in real-time VoIP application because it 
is expensive, not viable to recruit listeners for each established communication, and for 
security reasons (communication privacy). Therefore, objective quality measures are 
developed to model subjective listening tests and mathematically estimate the audio quality 
perceived by human beings. Objective measures enable automation of speech quality 
estimation task. There are two main categories of objective quality measurement methods: 
end-to-end (intrusive) and single-ended (non-intrusive) methods. 

2.1.2 End-to-End Objective Speech Quality Evaluation Methods 

End-to-end objective speech quality evaluation involves the usage of mathematical signal 
processing techniques to compare the VoIP transmitted/processed speech signals to the 
original speech signal. Speech objective measures calculate the speech quality by 
measuring the numerical “distance” between the VoIP transmitted/processed speech signal 
and the original speech signal. Currently, the widely used end-to-end automatic speech 
evaluation methods are:- 

Perceptual evaluation of speech quality (PESQ): An objective method for end-to-end 
speech quality assessment of narrow-band telephone networks and speech codecs 
(INTERNATIONAL TELECOMMUNICATION UNION, 2001). PESQ is the earliest 
ITU-T recommended speech quality objective measurement method. PESQ was succeeded 
by Perceptual objective listening quality assessment (POLQA) (Thilo et al., 2000) 
(INTERNATIONAL TELECOMMUNICATION UNION, 2011) which have better 
accuracy than PESQ. POLQA has undergone several improvements with the recent 
approved Perceptual objective listening quality prediction (POLQP)   (ITU, 2018) 
succeeding the POLQA.  

These recommended methods had demonstrated acceptable accuracy when the speech is 
affected by packet loss and packet loss concealment with code-excited linear prediction 
(CELP) codecs, acoustic noise in sending environment effect, transmission channel errors, 
effect of varying delay in listening only tests and transcoding, among other factors. 
However, they cannot be used in in-service non-intrusive measurement devices, two-way 
communications performance, acoustic noise in receiving environment, echo, and the effect 
of delay in conversational tests. These methods have been widely applied for designing and 
evaluating the audio encoding and decoding algorithms. 

Other End-to-End objective speech quality evaluation methods, includes the PEMO-Q 
(Huber & Kollmeier, 2006),  and a New Method for Objective Audio Quality Assessment 
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Using a Model of Auditory Perception. Furthermore, the perceptual evaluation of audio 
quality (PEAQ) is used to evaluate speech and other audio signals such as music.  

End-to-end methods for objective audio quality evaluation require a clean (origin) reference 
signal and received (VoIP transmitted)/processed speech signal to evaluate the speech 
quality. End-to-end methods are also called intrusive speech quality evaluation methods 
because they require reference signal.  End-to-end methods dependency on reference 
signal, limits the method usability in general applications, as, in most cases in VoIP 
applications, the original speech (reference) signal is not readily available. The 
performance of IP networks changes based on the network load, affecting the quality of 
speech transmitted through the network. In the speech quality monitoring of VoIP 
applications, the interest is in continuously monitoring the quality of the transmitted speech 
signals. We only have access to the received signal at the monitoring point, whereas the 
original speech signal is unavailable. Single-ended objective speech quality measures 
estimate the speech quality using only received/processed signals without needing the 
original signal. 

2.1.3 Single-Ended Objective Measures of Speech Quality 

A single-ended objective measure of speech quality is a technique for assessing the quality 
of speech signals without requiring a reference signal. This type of measure is also referred 
to as non-intrusive method, as it does not require additional information beyond the 
degraded signal to make audio quality judgments. Single-ended objective measures of 
speech quality are useful for evaluating the quality of speech signals in situations where a 
reference signal or subjective ratings from human listeners are not available or practical. 
These measures can be used to provide real-time feedback on the quality of speech signals 
in VoIP communication systems.   Single-ended objective measure of speech quality is a 
practically viable method for continuously monitoring the quality of speech delivered to a 
VoIP endpoint or a particular point in the network. Based on continuous quality assessment 
results, network traffic can be re-routed through a less congested route, or codec parameters 
can be changed, improving the service quality. Different single-ended methods have been 
proposed based on signal processing techniques or machine learning approaches. 

Single-ended (non-intrusive) quality measures are suitable for continuously monitoring the 
received speech quality in IP networks, as there is no need for an original/reference signal. 
The IP network is the widely used global network implemented in Internet networks, local 
area networks (LANs), and enterprise networks. The wide availability of IP networks has 
driven the integration of voice/audio communication into the IP network. Voice 
communication services such as voice calls, conference systems, music streaming, and IP 
public addressing speakers are offered through IP networks. Therefore, it is desirable that 



19 
 

single-ended speech quality objective measures to correlate well with subjective listening 
test MOS results to be practically applicable in these applications. However, signal-
processing-based single-ended speech quality evaluation results do not correlate well with 
subjective MOS test results. 

Clearly, it is desirable that objective measures correlate well with subjective listening test 
MOS results. However, signal processing based single-ended speech quality evaluation 
results does not correlate well with subjective MOS test results. Signal-processing-based 
methods such as single-ended methods for objective speech quality assessments in narrow-
band telephony applications (P.563) (INTERNATIONAL TELECOMMUNICATION 
UNION, 2004) have been outperformed by the recently proposed deep learning methods 
[ (Sharma et al., 2016), (Gamper et al., 2019), (Cauchi et al., 2019), (Catellier & Voran, 
2020) ]. However, deep learning models depend much on the training dataset used. 
Previous proposed deep-learning-based single-ended methods [(Gamper et al., 2019), 
(Cauchi et al., 2019), (Catellier & Voran, 2020)] were limited to acoustic characteristics. In 
(Sharma et al., 2016), the effect of telecommunication networks were considered using 
speech transmitted through cellular networks and telephone networks. However, cellular 
and telephone networks exhibit different properties from IP networks. 

Furthermore, the diversity of IP audio transmitters and receivers is high, from high-
performance personal computers and mobile phones to low-memory and low-computing-
capacity embedded systems. Therefore, deep learning methods have an excessive resource 
demand, impeding its deployment on low-end devices. Ideally, the objective speech quality 
measure in VoIP applications should be able to estimate the quality independent of the type 
of speech distortions introduced by the VoIP system, whether network distortions, speech 
encoding–decoding, or environmental noise. Moreover, the objective quality measure 
should support as diverse devices as possible. 

2.2 Automatic Speech Recognition 

Automatic speech recognition (ASR) systems provide services such as voice search, voice 
command, and automatic call transcription.  Thus, ASR systems have been widely 
implemented in health care systems, virtual assistants on mobile devices, and cognitive 
bots. Because speech is the most preferred and natural mode of communication between 
humans, the industries utilizing ASR applications will continue to expand. To improve the 
user experience and quality of service, the ASR is built into VoIP applications. Few 
examples include artificial intelligence (AI) powered meeting transcription and 
transcription in call centers. The VoIP-transmitted speech presents a new challenge to the 
ASR systems as it originates from diverse sources and is captured in varying levels of 



20 
 

environmental noise. This encompasses hand-free devices on cars and VoIP calls in noisy 
environments such as train stations and airports among other examples. Furthermore, VoIP 
speech signals are distorted not only by the environmental noise but also the transmission 
network. These characteristics of VoIP speech signals cause hindrance to the designing of 
robust and high accurate ASR systems. Deep learning has outperformed other ASR 
techniques (Li & Sim, 2014). To build highly accurate and robust deep-learning-based 
ASR, various techniques has been studied, including feature extraction, language models, 
deep learning architectures, and rich characteristics datasets(Malik et al., 2021). Deep 
learning is reliant on the availability of massive amounts of data. Thus, speech datasets for 
the development and evaluation of ASR systems have evolved over time. 

2.3 Speech Quality Evaluation and ASR in VoIP  

Speech quality evaluation is an important aspect of Voice over Internet Protocol (VoIP) 
systems, which transmit voice data over the internet. ASR is also a critical component of 
VoIP systems, as it allows for automatic transcription of spoken words into text, which can 
be useful for call transcription, analysis, and search. These two components of VoIP system 
share one main common aspect; they are all heavily dependent on machine learning 
methods, particularly deep learning methods. Training deep learning models is reliant on 
the availability of massive amounts of data. In the next chapter, we will look on different 
datasets used for training ASR models and non-intrusive speech quality evaluation models. 
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CHAPTER 3  NON-INTRUSIVE SPEECH QUALITY 
MONITORING AND ASR SYSTEMS TRAINING DATASETS  

 

Deep-learning-based models require a large amount of speech data to achieve high 
accuracy. The accuracy of a deep learning-based model is highly dependent on the features 
of the dataset used for training. Overall, it is important to carefully consider the features of 
the dataset used for training an ASR model to ensure that the resulting model is accurate 
and robust in a variety of real-world scenarios. Acoustic noise and network distortions are 
inherent part of VoIP applications. Therefore, acoustic noise and network distortions 
features needs to be well presented in dataset for training ASR and Quality monitoring 
systems. If acoustic noise and network distortion distortions features are not well covered in 
the training dataset, there is a risky of the deep-learning models to have poor performance 
in real-world application.  

3.1 Non-intrusive Speech Quality Monitoring Training Datasets 

Non-intrusive speech quality monitoring training dataset can be categorized into two 
groups. The first group is models that evaluate the quality of speech in VoIP applications 
based on a set of transmission parameters without processing the actual received speech 
signal. In parametric models there is no need for the reference signal, but it is not a truly 
non-intrusive, as the model input is parameters obtained from the transmission network. 
The second group is a group of models that depends on the received speech as the only 
input for speech quality prediction.  

 

3.1.1 Parametric Models for Speech Quality Evaluation 

Parametric models evaluate the speech quality from a set of parameters without processing 
the actual audio signal samples. Parametric models are commonly used in VoIP 
applications and are derived from models such as the E-model(ITU-T, 2015). The E-model 
takes into account several factors that affect the quality of a voice call, including network 
impairments, such as delay, jitter, and packet loss, as well as voice codec characteristics 
and endpoint equipment characteristics. The model uses these factors to predict the R-
factor, which represents the expected mean opinion score (MOS) of a voice call. 

The E-Model is the most extensively applied parametric objective assessment method; it 
was originally designed for conventional network planning. The E-model has been widely 
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adopted as a standard for predicting the speech quality of IP-based communication systems, 
and it is used by many network operators, service providers, and equipment manufacturers 
to design and optimize their systems for optimal speech quality. 

Recently, machine learning speech quality prediction models have better performance than 
mathematical models such as the E-model. Machine learning based parametric models 
evaluate the quality of experience (speech quality experienced by VoIP users) in VoIP 
networks based on network quality of service (QoS) mapping and machine learning 
algorithms. [(Sun & Ifeachor, 2002a), (Sun & Ifeachor, 2006), (Rodriguez et al., 2019a), 
(Z. G. Hu et al., 2020)].  

3.1.2 Parametric Models Dataset and Weakness 

Parametric model studies are primarily concerned with the effect of network conditions on 
the speech quality experienced by users. The network packet loss effect is the most studied.  

The method proposed in (Wuttidittachotti & Daengsi, 2017) evaluated the influence of 
packet loss on the Skype quality and proposed a simplified E-Model. In (Jelassi & Rubino, 
2018), the authors addressed the effect of burst packet losses on VoIP. 

 In (Uhl, 2018), the effect of different codec and network conditions on the speech quality 
was examined. In (Rodriguez et al., 2019b), work was carried out to improve the E-model 
for wireless communication systems based on wireless parameter values and consider 
current technologies, such as MIMO. Moreover, an approach that considered the 
interactivity of voice communications was developed by Sun and Ifeachor (Sun & Ifeachor, 
2006), where the E-Model and PESQ were combined to evaluate the voice quality, and a 
nonlinear regression model of voice quality was proposed.  

Parametric models can evaluate distortions due to network conditions and devices used. 
However, as they do not analyze the actual audio samples, if the samples are distorted due 
to environmental noise, parametric models cannot be applicable for evaluating speech 
quality. Parametric models are not truly non-intrusive as the prediction depends on pre-
calculated device characteristics and intrusion of network parameters.  

3.1.3 Non-intrusive Models Speech Dataset 

A wide variety of datasets are used to train DNN-based non-intrusive speech quality 
prediction models. For speech enhancement algorithms, artificially added environmental 
noise is commonly used. In addition, noise and speech transmitted through cellular 
networks, or a combination of the two, are used to assess the distortions of 
telecommunication networks. 
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Table 2 A summary of DNN method for non-intrusive speech quality evaluation and dataset features used for 
training the models 

Proposed method Dataset Acoustic noise  PTSN VoIP Network 
conditions 

MetricNet (Yu et 
al., 2021) 

AISHELL-2 corpus 
Room simulation 

reverberant and 
noisy 

× × × 

Aecmos: a Speech 
Quality 
Assessment Metric 
for Echo 
Impairment (Purin 
et al., 2022) 

Self-generated 
dataset 

Noisy × × × 

Deep autoencoder 
(Soni & Patil, 
2016a) 

NOIZEUS database noisy × × × 

Modulation 
Energies and 
LSTM-Network 
(Cauchi et al., 
2019) 

Noise and 
reverberation 
simulation 

reverberant and 
noisy 

× × × 

support vector 
machine (SVM) 
classifier for 
speech evaluation 
(Islam et al., 2017) 

NOIZEUS database noisy × × × 

Activity detection 
and entropy based, 
ASR network  
(Ooster & Meyer, 
2019) 

WSJ1 speech corpus 
and Aurora4 maskers 
as additive noise  

noise × × × 

Quality-Net (Fu et 
al., 2018) 

TIMIT corpus noisy × × × 

Convolution 
Neural network 
model (Gamper et 
al., 2019) 

Noise and 
reverberation 
simulation 

reverberant and 
noisy 

× × × 

NSQM (Jassim & 
Zilany, 2019) 

NOIZEUS database 
 

noise × × × 

Wavenets 
(Catellier & 
Voran, 2020) 

Open source datasets Noise × × × 

NISA (Sharma et TIMIT database noisy Yes × × 
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al., 2016) NATO database 
CTIMIT database 
NTIMIT database 
C-Qual database 

DNN No-
Reference PSTN 
Speech Quality 
Prediction (Mittag 
et al., 2020) 

automated call using 
Librivox database 

× Yes Yes × 

NIML 
(Alkhawaldeh et 
al., 2019) 

Network condition 
simulation 

× × Yes Yes 

artificial neural 
network (ANN) 
model (Sun & 
Ifeachor, 2002b) 

TIMIT packet loss × × Yes Yes 

NISQA (Mittag & 
Möller, 2019) 

29 different databases Noise Yes Yes × 

Tree-CNN (Vieira 
et al., 2020) 

Noise and Packet loss 
simulation 

noise × Yes Yes 

GMM-  
Based (Falk & 
Chan, 2006b) 

 reverberant and 
noisy 

Yes Yes × 

 

 

These databases contain a large variety of speech distortions, such as different codecs, 
noises, live recordings, and transmission errors. Dataset used for training machine learning 
based speech quality prediction models can be grouped into noise only, network only and 
dataset that combines noise and network effect.  In Table 2, we have analyzed commonly 
used datasets based on four criteria:- 

3.1.3.1 Acoustic Noise 

This includes all speech data that contains noise. The noise can be either artificially added 
to clean recorded speech or the speech was recorded in a noisy environment. The recording 
settings can be single microphone capture or multi-channel microphone. The, noise type 
includes reverberation and surrounding noise. This feature is very common in many 
datasets, the fact that it can be used to train speech enhancement algorithms and also speech 
quality prediction algorithms. Type of noise and SNR information is label in the dataset. 
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3.1.3.2 Public Switched Telephone Network 

In this case we looked on dataset that was transmitted through PSTN network. In PTSN 
network microphone captured speech signal is encoded, transmitted and then decoded.  
This process induces encoder and network transmission errors. We also looked to see if the 
network transmission parameters were included in the dataset or not. In real phone calls, 
environmental noise cannot be completed isolated. Therefore, we looked to see whether the 
transmitted speech signals were clean signal or noise speech signal. There are dataset that 
contains network transmission errors only and other datasets with a combination of network 
transmission errors and acoustic noisy.  

 
We found few cases where speech signal transmitted through PTSN network was used to 
train speech quality prediction algorithms. The NISQA (Mittag & Möller, 2019) and 
GMM-Based (Falk and Chan 2006a) dataset, this dataset contains speech signals with 
different acoustic noise, speech transmitted through PTSN network and also speech signals 
transmitted through VoIP network. Looking at VoIP application, this dataset covers all the 
possible scenarios that of environmental noise and network related induced distortions. 
However, this dataset does not contain information on parameters of the VoIP network of 
the audio files. Hence it is difficult to analyze the individual effects on VoIP network 
parameters on performance of the prediction model.  

3.1.3.3 VoIP Distortions 

The third, feature we looked on the dataset was weather the dataset speech signal contains 
VoIP distortions. VoIP and PTSN network was grouped differently, because of the 
inherently different of PTSN network and IP network. In VoIP network there are two cases, 
where the network through which the speech signal was transmitted is real internet or 
simulated-network environment. In the real IP network is difficult to get the precise 
condition of the network because the speech signal is routed through different 
administrative networks, however for simulated environment network condition parameters 
can be controlled.  

NIML (Alkhawaldeh et al., 2019) and artificial neural network (ANN) model (Sun & 
Ifeachor, 2002b) models were trained using VoIP transmitted speech on simulated network 
environment. Therefore these dataset contains transmitted network parameters, however 
these dataset does not contain environmental noise feature. Hence, they cannot be used as a 
real representative of VoIP application conditions. GMM-Based (Falk & Chan, 2006b) 
dataset contains both environmental noise and IP network transmission  distortion. 
However the speech dataset does not contain information on network for each speech 
utterance.  
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3.1.3.4 VoIP Network Condition 

We looked if the dataset includes IP network condition parameters through which the audio 
speech was transmitted. Many dataset includes network condition parameters, but they do 
not include noise distortion, it is clean transmitted speech and controlled network 
parameters.  Tree-CNN (Vieira et al., 2020) dataset included acoustic noise, VoIP 
transmitted speech with network conditions. However, the only network feature included is 
packet loss. This dataset does not include other important IP network parameters such as 
jitter, delay, and bandwidth.  

 

There are different datasets used in training speech quality prediction models, however, the 
majority of the datasets includes on speech degraded by environmental noise and 
reverberation. In case of VoIP speech degradation measures, the most of the datasets 
concentrate of IP network packet loss, and no other parameters like delay, jitter, and 
bandwidth. However, in VoIP application speech quality degradation is mutual effect of 
acoustic noise and network distortion.  

 

3.2 Mutual Effect of Acoustic Noise and Network Distortion Datasets in 
Speech Quality Prediction 

Network distortions and environmental noise distortions affect speech quality. Speech 
signals carry the effect of both noise and network distortions. Models trained on noise-
network-distorted speech signals can learn to predict the speech quality regardless of 
whether the speech is affected by acoustic noise, network distortion, or both.  

In (Z. G. Hu et al., 2020) , a model trained and evaluated on real PSTN call recordings from 
80 providers in more than 50 countries was proposed. After going through a gateway, the 
signals were routed across one of five PSTN carrier networks that Skype and Microsoft 
Teams use. Background noise was artificially added in the call to model environmental 
noise. In (Mittag et al., 2020), an open-source PSTN speech quality test model based on a 
dataset with over 1000 crowd-sourced real phone calls was presented. The influence of file 
cropping on the perceived speech quality and the influence of the number of ratings and 
training size on the model accuracy were analyzed. The proposed models in [(Z. G. Hu et 
al., 2020), (Mittag et al., 2020)] were trained on a public network and crowd-sourced data, 
and the distortion parameters such as packet loss and environmental noise were not 
controlled. Therefore, the speech quality distortions could not be independently analyzed, 
and the model accuracy in different conditions could not be verified. In this work, in 
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addition to the public available dataset, we generate new dataset in a controlled 
environmental where all factors are known and can be analyzed. 

3.3 ASR Training Datasets 

3.3.1 Studio-Recorded Read Speech Dataset 

Traditional deep-learning-based ASR systems were trained on read-speech studio-recorded 
read speech signal datasets. Read speech is the speech utterances from a written script, 
where a reader reads the script as it written. In the studio environment noise is isolated and 
can’t interfere with the intended speech signal.  Studio-recorded read speech datasets is 
clean speech without any environmental noise.  

The studio-recorded read speech dataset was used in early ASR works. The earlier such 
datasets are the ATR Japanese speech database (Kurematsu et al., 1990), TIMIT Acoustic-
Phonetic Continuous Speech Corpus (Garofolo et al., 1993), WSJ corpus (Charniak et al., 
2000), and Mandarin Chinese broadcasting news (Wang et al., 2005). Studio-recorded read 
speech lacks the naturalness of human conversation, for example, readers do not think what 
to say.  In natural communications people tend to spontaneously utter speech based on 
topic, mood, etc.  

 

3.3.2 Studio-Recorded Spontaneous Speech Dataset 

 Studio-recorded read speech dataset was successful in arousing the interest in the study of 
ASR. However, a speech read from a pre-prepared script lacks the naturality of everyday 
human speech. Furui et. al. introduced a Corpus for Spontaneous Japanese (CSJ)  (Furui et 
al., 2000). CSJ is a database containing a large collection of Japanese spoken language data 
and information for use in linguistic research.  

The CSJ corpus has been used for a wide variety of research purposes such as spoken 
language processing, natural language processing, phonetics, psychology, sociology, 
Japanese education, and dictionary compilation. The spontaneous monologue bears close 
resemblance to the natural human conversation. With the prevalence of deep learning, 
much larger datasets were introduced to tap into the potential of deep learning in ASR. 

3.3.3 Large Dataset Size 

Deep learning based ASR models trained on large datasets tend to yield high performance. 
Large datasets such as LibriSpeech (Panayotov et al., 2015) LibriSpeech is a corpus of 
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approximately 1000 hours of 16kHz read English speech.  TED-LIUM Corpus (Rousseau 
et al., 2012), (Köhn et al., 2016) and Common Voice(Ardila et al., 2020) contains a 
thousand hours of speech. These large datasets have improved the performance of ASR 
systems. However, the performance still degrades in real application environments, where 
speech signals are usually captured with environmental noise. 

3.3.4 Speech Recorded in Natural Environment 

The ASR systems trained on large datasets of studio-recorded speech exhibit low 
performance on noisy or degraded speech. This has led to the introduction of speech 
datasets recorded in natural environments such as the domestic setting, for example the 
DIRHA-English corpus (Ravanelli et al., 2015),  CHiME-2 (Barker et al., 2013), CHiME-3 
(Barker et al., 2015),  and CHiME-5 (Barker et al., 2018).   

Natural environment speech dataset encompasses recorded speech spoken live in noisy 
environments and simulated speech datasets that were generated by artificially mixing the 
clean speech data with noisy backgrounds. The introduction of speech datasets recorded in 
natural, noisy environments has improved the performance of ASR systems on noisy 
speech. However, the speech may also get distorted as a result of degradation that occurs 
when it is transmitted through an IP network. 

3.3.5 Speech Distorted in Transmission Network 

Although Environmental noise degrades the speech quality, distortion and degradation are 
also introduced in the transmission of speech through computer networks. Low bandwidth, 
echo, encoding–decoding distortion, differences in handsets, and network poor quality all 
present new challenges toward building robust and highly accurate ASR systems. 

 For the CTIMIT (Brown & George, 1995) dataset generated by transmitting clean voice 
speech through a cellular network, network distortions caused a 58% drop in the ASR 
performance. Training on network-distorted speech increased the recognition accuracy by 
82%. VoIP applications use packet-switched networks, which have different characteristics 
from that of circuit- switched networks.  

In the VoIP applications, the speech quality is degraded by delay, jitter, packet loss, packet 
burst loss, network bandwidth, encoding and decoding algorithms (da Silva et al., 2008) . 
The effect of combined noise, network and encoding parameters on deep-learning-based 
ASR models has not been extensively studied. 
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3.3.6 Acoustic Noise and Network Distorted Speech Dataset 

 

Table 3 Speech datasets used for training ASR models and their characteristics 

ASR model Dataset clean noisy PTSN VoIP Network 
conditions 

ATR Japanese speech 
database as a tool of 
speech recognition and 
synthesis (Kurematsu et 
al., 1990) 

ATR Japanese speech 
database (Kurematsu et al., 
1990) 

Yes × × × × 

RNNDROP (Moon et 
al., 2016) 

TIMIT Acoustic-Phonetic 
Continuous Speech Corpus 
(Garofolo et al., 1993) 

Yes × × × × 

 WSJ corpus (Charniak et al., 
2000) 

Yes × × × × 

 Mandarin Chinese 
broadcasting news (Wang et 
al., 2005) 

Yes × × × × 

 Corpus for Spontaneous 
Japanese (CSJ)  (Furui et al., 
2000) 

Yes × × × × 

The Kaldi speech 
recognition toolkit 
(Panayotov et al., 2015) 
(Povey et al., 2011)  

LibriSpeech (Panayotov et al., 
2015) 

Yes × × × × 

 TED-LIUM Corpus 
(Rousseau et al., 2012) (Köhn 
et al., 2016) 

     

 Common Voice(Ardila et al., 
2020) 

     

 DIRHA-English corpus 
(Ravanelli et al., 2015) 

     

 CHiME-2 domestic 
environment (Barker et al., 
2013) 

Yes Yes × × × 

The NTT CHiME-3 
system(Yoshioka et al., 
2015) 

CHiME-3 (Barker et al., 
2015) 

Yes Yes × × × 

 CHiME-5 (Barker et al., 
2018) 

Yes Yes × × × 

 CTIMIT (Brown & George, 
1995) 

Yes × Yes × × 
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Large variety of speech dataset has been used to train ASR system models. The dataset 
contains a combination of features such as such as different codecs, noises, live recordings, 
and transmission errors. We have examined the dataset used for training ASR system based 
on four main features noise only, network only and dataset that combine noise and network 
effect, which are the features of concern in this work.  Table 3, shows the dataset and 
speech features captured in the dataset. 

3.3.6.1 Clean Speech Dataset 

This is a common type of speech dataset used for training ASRS systems. The 
speech signal is recorded in studio environment.   Therefore, the recorded speech 
signal does not include environment   noise. This early ASR systems models  
(Kurematsu et al., 1990) (Garofolo et al., 1993) were trained using this type of dataset.  
 

3.3.6.2 Noisy Speech Dataset 

 
Background noise is a natural inherent part of the environment where VoIP systems 
are used. VoIP systems are not used only in studio like environment where 
background noise is controlled. Therefore, it is important for ASR systems to be 
trained using noisy speech datasets.  
 
To create noise speech dataset, noise can be either artificially added to clean 
recorded speech or the speech can be recorded in a noisy environment setting. The 
commonly used noise environment settings are train stations, restaurant, airport, etc. 
The recording settings can be single microphone capture or multi-channel 
microphone CHiME-5 (Barker et al., 2018). The, noise type includes reverberation and 
surrounding noise. Noisy dataset is common used in speech quality recognition 
systems, but in training ASR systems their use has started recently (Barker et al., 
2013), CHiME-3 (Barker et al., 2015), CHiME-5 (Barker et al., 2018) .  
 

3.3.6.3 Public Switched Telephone Network 

In this case we looked on dataset that was transmitted through PSTN network. In 
PTSN network microphone captured speech signal is encoded, transmitted and then 
decoded.  This process induces encoder and network transmission errors. We also 
looked to see if the network transmission parameters were included in the dataset or 
not.  
 
In real-life phone calls, environmental noise cannot be completed isolated. 
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Therefore, we looked to see whether the transmitted speech signals were clean 
signal or noise speech signal. There are dataset that contains network transmission 
errors only and other datasets with a combination of network transmission errors 
and acoustic noisy.  
 
Cellular TIMIT (CTIMIT) (Brown & George, 1995), has been generated by 
transmitting the TIMIT speech database over the cellular network, with the aim of 
aiding in the design and development of speech processing and speech recognition 
products for the cellular market. The ASR system trained on clean TIMIT dataset 
experiences a 58% decrease in phonetic recognition accuracy when tested with the 
CTIMIT test corpus. By contrast, the ASR trained on CTIMIT the accuracy 
increased 82% compared to that of the TIMIT-trained recognizer. 
 

3.3.6.4 VoIP Distortions and VoIP Network Conditions 

The fourth, feature we looked on the dataset was weather the dataset speech signal 
contains VoIP distortions. VoIP and PTSN network was grouped differently, 
because of the inherently different of PTSN network and IP network. In VoIP 
network there are two cases, where the network through which the speech signal 
was transmitted is real internet or simulated-network environment. 

 In the real IP network is difficult to get the precise condition of the network 
because the speech signal is routed through different administrative networks, 
however for simulated environment network condition parameters can be 
controlled. There are few cases where VoIP and network distorted speech datasets 
were used to train non-intrusive speech recognition systems   

There are different datasets used for training ASR systems, however, the majority of the 
datasets includes on speech degraded by environmental noise and reverberation. In case of 
VoIP speech degradation measures, the most of the datasets concentrate of IP network 
packet loss, and no other parameters like delay, jitter, and bandwidth. However, in VoIP 
application speech quality degradation is mutual effect of acoustic noise and network 
distortion.  

3.3.7 Mutual Effect of Acoustic Noise and Network Distortion Datasets in Automatic 
Speech Recognition 

In VoIP applications environmental noise and network distortions can neither be 
completely isolated nor isolate. Network distortions and environmental noise distortions 
affect speech quality. Speech signals carry the effect of both noise and network distortions.  
The effect Speech quality prediction models are more robust than those trained on clean. 



32 
 

There are few studies of the mutual effect of noise and network distortion on speech signals 
input to ASR systems.  Brown’s (Brown & George, 1995), study compared the 
performance of ASR system trained on clean speech signal and that of the ASR system 
trained on clean speech signal transmitted through cellular network. The ASR system 
trained on network distorted speech dataset has higher prediction performance in cellular 
application compared to the ASR system trained on clean speech dataset. However there is 
no such study for the mutual effect of noise and network distortions.  
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CHAPTER 4  NOISE–NETWORK–DISTORTED SPEECH 
DATASET 

 

In VoIP applications, speech is distorted by captured environmental noise, encoding–
decoding, and transmission network distortions. There is no public available speech dataset 
contains noise distortions, network distortions and information on noise and network 
distorting parameters. To examine mutual effect of noise distortions and network 
distortions on speech quality prediction and automatic speech recognition we had to create 
new dataset for this task. The newly created dataset for the integrated effect of 
environmental noise, encoding–decoding, and transmission network distortions used to 
study the performance of ASR systems and speech quality prediction models is referred as 
noise–network–distorted speech dataset. 

The dataset was generated by artificially corrupting the clean speech dataset with different 
environment noise at different signal-to-noise ratios and then transmitting the noise-mixed 
speech signal through the emulated network. As a result, the distorted noise–network 
dataset contains information on environmental noise conditions such as signal-to-noise 
ratios and noise types, and network condition parameters such as packet loss, delay, and 
jitter, as the data were generated in a controlled environment. 

4.1 Noisy Speech Properties 

Noisy speech signals were obtained from NOIZEUS noisy speech corpus (Y. Hu & Loizou, 
2007). This database contains 30 IEEE sentences produced by three male and three female 
speakers, recorded in a sound-proof booth, and then artificially corrupted by eight different 
real-world noises. The noises are Babble, Car, Exhibition Hall, Restaurant, Street, Airport, 
Train Station, and Train. The NOIZEUS noisy speech database includes all the phonemes 
in the American English language. The sentences were originally sampled at 25 KHz and 
downsampled to 8 kHz. The clean speech signals were corrupted by adding noise at SNRs 
of 0 dB, 5 dB, 10 dB, and 15 dB.  

4.2 Network Characteristics 

VoIP network QoS characteristics include delay, jitter, bit rate, loss rate, and loss 
distribution. VoIP application parameters that affect speech quality can also include 
Encoding–decoding parameters, such as bit rate and Forward error correction. The impact 
of these factors on the perceived QoS in VoIP communications has been studied 



34 
 

extensively (Sun & Ifeachor, 2002a),(Sun & Ifeachor, 2006), (da Silva et al., 2008) , (Z. G. 
Hu et al., 2020).  

There are many network QoS parameters that can affect the transmitted speech signals 
quality. However, we considered only those with a high impact on QoS of VoIP 
applications, which are: loss rate, burst packet loss, delay, and jitter. We studied G.722 
(ITU-T, 2005) a wideband speech codec.  

 

Combining the VoIP and acoustic characteristics, the new noise-network distorted speech 
dataset characteristics are summarized in Table 1. 

 

Distortion Parameter Values 
 
Network 

Packet Loss (%) 0, 10, 15, 20, 25, 30, 35 
Delay (ms) 0, 100, 200, 300, 500 
Jitter (% delay) 0, 10, 20, 30, 40 
Codec G722 

Noise Noise type Babble, Car, Exhibition Hall, Restaurant, 
Street, Airport, Train Station, Train 

SNR (dB) 0, 5, 10, 15 
Table 4 Noise-Network distortion parameters 

 

The dataset also included clean speech audio files; these were studio-recorded utterances 
with no artificially added noise. Clean speech utterances were also distorted when they 
were sent through the networks. The parameters were selected to closely match those of the 
real-world environmental noise and the internet QoS. The noise types were babble, car, 
exhibition hall, restaurant, street, airport, train station, and train. The network parameters 
were selected to encompass the characteristics of both good and poor internet quality 
environments. 

 

4.3 Noise-Network Distorted Dataset Generation 

To generate the noise-network distorted speech database, the clean speech artificially 
corrupted by noise was transmitted through an emulated network. 
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4.3.1 Network Emulation Configuration 

 We used Netem (Linux Foundation, 2021) network emulation software in collaboration 
with Tc (Hubert, 2001) a tool used to configure traffic control in the Linux kernel. Netem 
and Tc provide network emulation functionalities to emulate the properties of wide area 
networks. The Netem is a kernel component which can be enabled or disabled. In recent 
Linux distributions, Netem is already enabled and Tc software is pre-installed. A speech 
generation environment was set up as shown in Figure 4. The router had the following 
hardware specifications: SoC Broadcom BCM2837 1.2 GHz ARM Cortex-A53 Quad Core 
Processor (ARMv8 Family), Memory: 1 GB LPDDR2 running Debian operating system 
(OS). The Debian OS had Netem and Tc enable Linux kernel. FFmpeg version 4.2.4 (The 
FFmpeg developers, 2020) the open-source command-line tool for converting multimedia 
formats was used to encode and decode the speech signals. Encoding and decoding 
application platform was Intel(R) Core(TM) i5-10210U CPU @ 1.60GHz, 32GB RAM, 
2TB drive, running Ubuntu OS version 20.04. Speech signals were transmitted using the 
User Datagram Protocol. 

 

In wide area networks, parameters such as packet loss, jitter, and delay are random 
variables. Several mathematical models are used to represent this randomness. For 
simplicity, we used a normal distribution to generate the following noise-network distorted 
speech delay function: 

X is normally distributed with mean μ and standard deviation σ: 

 ܺ~ܰ(μ,σ2) 

Equation 1 Network packet loss and delay distribution 

 

,where X is the delay distribution, μ is the mean delay, and σ is the jitter, expressed as the 
percentage of delay as shown in Table 1. In the case of packet loss, the loss was normally 
distributed with the mean σ = 0. 
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Figure 4 Noise-network speech dataset generation system. 

 

4.3.2 Dataset Generation Process 

The noisy speech signals were transmitted by Real-time Transport Protocol (RTP), a 
network protocol for streaming audio and video over IP networks. A separate TCP channel 
was used for signaling. The signaling channel was used to indicate the start and end of the 
transmission, acoustic characteristics of the transmitted speech signal, and network 
parameters settings in the emulation network used for the transmission.  The receiving end 
decodes the received speech signals, appends the acoustic and network characteristics to 
create noise-network speech dataset.  

 

4.3.3 Sample Speech Audio Spectrogram for Different Parameters of Noise-Network 
Dataset   

The audio spectrogram for different parameters of noise-network dataset is shown in the 
Figure 5 below. The clean speech is composed of only speech signal with silence parts. 
When the street noise at SNR 5 dB is mixed with the clean speech signal, the signal starts 
to look like white noise. However, the clean speech signal part is easily recognized as it has 
slightly high power than the noise. 
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Figure 5 Speech Audio Linear-Frequency Power Spectrogram at Different Noise and Network Condition 

 

In the Figure 5, it is evident that packet loss causes some information loss.  The transmitted 
speech utterance at 30% packet loss network, there is missing information on the delivered 
speech. The speech length is about 30% shorter than the original transmitted speech.  

4.3.4 Generated Noise-Network Dataset  

A total of 246,500 sentences with different acoustic and network distortions were generated 
from 30 utterances. Each sentence length was about 3 to 4 seconds as a result the generated 
noise-network distortion dataset contained 246.5 hours of speech. The generated noise-
network distorted speech database was used to study the performance of the ASR systems 
for VoIP-based applications. 
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CHAPTER 5  PROPOSED SPEECH QUALITY PREDICTION 
METHOD 

5.1 Environmental Noise on Speech Quality 

In VoIP applications, the microphone that captures speech also captures environmental 
noise. The environmental noise captured with an intended speech in VoIP affects the 
quality of the far-end received speech. Several single-ended algorithms for estimating the 
speech quality of speech signals corrupted by noise have been proposed.  

In (Falk & Chan, 2006a) a machine learning method for prediction of speech quality for 
speech corrupted by multiplicative noise and temporal discontinuities is proposed. The 
proposed method outperforms the ITU-T P.563, and is capable of measuring the quality of 
speech enhancement systems. 

Deep autoencoder networks have been widely used to capture features in DNN networks. 
Using deep autoencoder to extract low-dimensional features from a spectrum of the noisy 
speech signal and finds a mapping between features and subjective scores using an artificial 
neural network has shown better performance than standard ITU-T P.563 method (Soni & 
Patil, 2016b). Recently, the MetricNet (Yu et al., 2021), which leverages label distribution 
learning and joint speech reconstruction learning was proposed. However, all the proposed 
works does not consider the effect of both noise and network degradations.  

In this work, in combination with the noise-network distorted speech dataset network 
condition parameters, and other public noisy speech datasets, the following noise types 
were examined: babble (multiple people talking), car, exhibition hall, restaurant, street, 
airport, train station, and train. The noise signals were artificially added to studio-recorded 
speech to generate signals at 0, 5, 10, and 15 dBs. 

5.2 Effect of VoIP Network QoS on Speech Quality 

The network condition in the VoIP system affects the quality of the transmitted speech. IP 
network conditions change with the network load. Commonly measured IP network 
conditions for network QoS include delay, jitter, bit rate, loss rate, forward error correction, 
and loss distribution. There is a substantial body of literature on the impact of network 
conditions on the perceived speech quality in VoIP communications (Sun & Ifeachor, 
2002a), (Sun & Ifeachor, 2006), (da Silva et al., 2008), (Z. G. Hu et al., 2020). 

 In this study, we examined the effect loss rate, burst packet loss, delay, and jitter, which 
are the wide studies’ network condition parameters in VoIP applications. 
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5.3 Training Dataset 

The training speech dataset was created by combining publicly available datasets and our 
specific generated noise-network distorted speech dataset in order to cover a wider range of 
speech quality degradation. The other datasets were:- The noisy speech was taken from a 
noisy speech database for training speech enhancement algorithms and TTS models 
(Valentini-Botinhao, 2017), and NISQA Corpus (Mittag et al., 2021).  

The speech database for training speech enhancement algorithms and TTS models 
(Valentini-Botinhao, 2017) was designed to train and test speech enhancement methods, 
and noise-robust Text-to-Speech models. This speech dataset does not contain any network-
induced speech degradations. For each speech  utterance in this database, we calculated and 
labeled the speech quality score using PESQ (INTERNATIONAL 
TELECOMMUNICATION UNION, 2001) based on the clean reference speech. 

Moreover, NISQA Corpus (Mittag et al., 2021), an aggregation of approximately 14,000 
speech samples from different datasets, was used. It contains simulated and live phone 
(mobile phone, Skype, Zoom, Whatsapp) recordings under different noise, networks, and 
applications such as mobile phone, SKype, Zoom, Whatsapp, and so on. These samples are 
human-rated and labeled with MOS. NISQA corpus includes VoIP degradations, but the 
speech files do not contain information on noise and network condition parameters.  

To understand the prediction performance on different noise types and network conditions, 
a simulated noise–network–distorted speech dataset containing information on 
environmental noise conditions and network condition parameters was used. Environmental 
noise parameters were different noise types at different signal-to-noise ratios, whereas 
network parameters were packet loss, delay, and jitter. 

The noise–network–distorted speech dataset was divided into training and test datasets. 
Through the stratified random sampling, 20% of the total sample was set for testing, while 
the remaining 80% was used for training. The training subset was used for training the 
single-ended speech quality prediction model in combination with the publicly available 
datasets, the noisy speech database for training speech enhancement algorithms and TTS 
models (Valentini-Botinhao, 2017) , and NISQA Corpus (Mittag et al., 2021). The noise–
network-distorted speech testing subset was used to analyze the prediction model in 
different acoustic and network conditions, as this dataset contains acoustic and network 
condition parameters, whereas the public datasets does not include noisy and network 
parameters. 



40 
 

5.4 Proposed MiniatureVQNet Model 

Early work on machine-learning-based non-intrusive speech quality evaluation was based 
on Gaussian mixture probability models (GMMs) (Falk & Chan, 2006a) . In (Ooster et al., 
2018), a model based on the standard ASR system that combines a feed-forward DNN 
(which serves as an acoustic model) with a hidden Markov model (HMM) was presented, 
and the model reached an average correlation of r = 0.87. The DNN model based on a 
combination of a CNN and RNN (LSTM) (Mittag & Möller, 2019)  showed promising 
results in predicting the quality of super-wideband speech transmission and the impact of 
packet loss concealment. In (Manocha et al., 2021), the convolutional networks (TCNs) 
used learned representations while maintaining the temporal structure of the signal for 
quality evaluation. 

 

5.4.1 Deep-Learning-Based Single-Ended Speech Quality Measures 

Several DNN models for non-intrusive speech quality evaluation have been proposed. DNN 
models were designed for a specific task or general tasks. This section looks into different 
DNN model architectures and datasets used in training these models. 

 

5.4.2 Model Network Architecture 

This study’s proposed models have two parts: speech signal feature extraction and quality 
prediction. The feature extraction part is a modified standard DeepSpeech ASR system, and 
the prediction part is a stacked layer of two bidirectional GRUs followed by a fully 
connected layer.  

DeepSpeech is an open-source speech-to-text engine that uses a model trained by machine 
learning techniques based on Baidu’s study (Hannun et al., 2014). The DeepSpeech-based 
technique does not require hand-designed features to model the background noise, 
reverberation, or phoneme dictionary. Instead, it depends on large amounts of data for 
training. This was the motivation behind modifying the DeepSpeech model for feature 
extraction to avoid hand-designed features, as there are no well-known speech features for 
capturing transmission network distortions.  

The major obstacles to implementing deep neural networks (DNNs) on embedded systems 
are the large model size and many operations needed for inference. However, several model 
optimization techniques can be applied to DNN models to deploy the models on resource-
constrained systems. The commonly used techniques are weight sharing, network pruning, 
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knowledge distillation, quantization, and designing compact network architectures. This 
study applied two optimization techniques: designing a compact network architecture and 
reducing the model precision (model parameters quantization). As a result, we achieved a 
very light model weight in the proposed network configuration, with only 7,833 trainable 
parameters and 0 non-trainable parameters.  

 

5.4.3 Network Architecture and Training 

The proposed MiniatureVQNet architecture comprises fully connected and bidirec- tional 
GRU neural network layers with rectified linear unit (ReLu) activation. The network has 
four fully connected layers with ReLu activation, followed by two bidirectional gated 
recurrent unit (GRU) layers. The last bidirectional GRU layer feeds to a fully connected 
layer connected to the output layer. The number of neurons in the first four fully connected 
layers is given by 32-32-32-8. The number of neurons in the GRU is 8, and the last two 
fully connected layers is 8-1. The model was trained using stochastic gradient descent with 
an exponential decay learning rate schedule at an initial learning rate of 0.01, and the decay 
steps were set to 1000 at the decay rate of 0.9. The training dataset batch size was 64. The 
Figure 6 below shows the proposed network architecture diagram. 
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Figure 6 Proposed MiniatureVQNet model network architecture. 
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5.5 Post-Training Model Optimization  

Post-training model optimization is the process of improving a machine learning model 
after its training phase. This optimization aims to enhance various aspects of the model's 
performance, such as inference speed, memory usage, accuracy, and robustness to make it 
more efficient and effective for deployment. 

There are several techniques and approaches for post-training model optimization such as 
quantization, pruning, knowledge distillation, and model quantization-aware training. In 
this study we considered post-training quantization approach.  

Post-training DNN model optimization improves the model performance in a resource 
constrained environment.  Quantization is a post-training model optimization technique that 
reduces the precision of weights and/or activation functions. As a result, model quantization 
results in smaller model sizes and faster computation in low-powered devices. The effect of 
post-training model quantization is reduced model accuracy. However, the benefit of model 
quantization outweighs the accuracy loss, as Gysel (Gysel et al., 2018) demonstrated that 
networks could be condensed to use 8-bit dynamic fixed points for network weights and 
activations with a less than 1% degradation of classification accuracy. 

Post-training quantization is a technique to converting the model's weights and/or 
activations from higher precision data types (e.g., 64-bit floating point) to lower precision 
data types (e.g., 8-bit integers) without significant loss of performance. Post-training 
quantization reduces the model size and increases the inference speed, making the model 
more suitable for deployment on resource-constrained devices or applications that require 
real-time processing.  

In this study, we examined two post-training quantization methods: dynamic-range and 
float16 quantization. Dynamic-range quantization converts all weights into the nearest 8-bit 
fixed-point numbers, while the activation and outputs are not changed. Float16 quantization 
converts the weights and activation to float16. We did not study the Full integer 
quantization as we did not intent to deploy and test the model on Microcontrollers.  

5.5.1 Dynamic range quantization 

Dynamic range quantization provides reduced memory usage and faster computation 
without the need for representative dataset for calibration. Dynamic range quantization 
statically quantizes only the weights from floating point to integer at conversion time, 
which provides 8-bits of precision. Dynamic range quantization outputs are stored using 
floating point.  
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5.5.2 Float16 quantization 

Float16 quantization reduces the size of a floating point model by quantizing the weights to 
float16, the IEEE standard for 16-bit floating point numbers. When a 32bit floating point 
model is quantized to Float 16, the model size is reduced up to half. Float 16 quantization 
supports some delegates (e.g. the GPU delegate) which can operate directly on float16 data, 
resulting in faster execution than float64 or float34 computations. 

5.5.3 Post-training Quantized Models’ Size and Computation Speed 

The effect of post-training quantization on model size and computation speed was studied 
by comparing the models’ size and computation time under different platforms. The first 
platform was a personal computer and the second platform was a Raspberry Pi Model B. 
The test was done under TensorFlow, a free and open-source software library for machine 
learning and artificial intelligence. 

Raspberry Pi Model B is a series of small single-board computers.  The Raspberry Pi used 
had the following hardware specifications: System on Chip (SoC) Broadcom BCM2837 1.2 
GHz ARM Cortex-A53 Quad Core Processor (ARMv8 Family), Memory: 1 GB LPDDR2 
running Debian operating system (OS). Raspberry Pi is a widely used embedded systems 
computer from applications such as robotics to weather monitoring. It is widely used 
because of its low cost, modularity, and open design. 

The model was tested on personal computer. The personal computer CPU parameters were 
Intel(R) Core(TM) i5-10210U CPU @ 1.60GHz, 32GB RAM, 2TB drive, running Ubuntu 
OS version 20.04. The model was run on the Jupyter notebook, a web-based interactive 
python computing platform.  

 

 

 

Model Model Size 
(KBytes) 

Computation Speed (ms) 

Personal 
Computer Raspberry pi 

MiniatureVQNet 137.5 97 - 
Float16 MiniatureVQNet 58 8 36 
Dynamic-Range 
MiniatureVQNet 

62 6 25.2 

Table 5 Post-training Quantized Models size and Computation Speed 
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The original trained model size was 137.5 Kilobytes (KB). Post-training model 
quantization reduced the model size. Float16 MiniatureVQNet is a Float16 quantized model 
of the original MiniatureVQNet, the model size was compressed from 137.5 KB to 58 KB. 
Dynamic-Range MiniatureVQNet is a dynamic range quantized model. The original 
MiniatureVQNet model was reduced from 137.5 KB to 62 KB after dynamic range 
quantization.  

The model computation speed was measured based on the elapsed real time between 
inference invocation and termination in milliseconds (ms), the result is as show in Table 5. 
When the lightweight model was run on personal computer system, there was about tenfold 
improvement in speed. On personal computer the Float16 and dynamic range optimized 
model computation time were 8 ms and 6 ms respectively.  

Running the model on Raspberry Pi, the Float16 and dynamic range optimized model 
computation time were 36 ms and 25.2 ms respectively. Post-training quantization improves 
model size and computation requirements, and makes the model suitable to run on 
embedded and resource constrained computer systems.  
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CHAPTER 6  PROPOSED MINIATUREVQNET MODEL 
EVALUATION 

Ideally, the objective speech quality measure in VoIP applications should be able to 
estimate the quality independent of the type of speech distortions introduced by the VoIP 
system, regardless of whether they are network distortions, speech encoding–decoding, 
environmental noise, or the speech enhancement algorithm. This is highly challenging in IP 
audio applications as there are many factors, and the DNN training dataset must include at 
least all of these factors. In (Alkhawaldeh et al., 2019), the impact of network degradation 
features was studied independently on transmitted voice quality by using their MOS_LQO 
values and fixing the values of the remaining features.  

The results showed that each feature independently has an effect and can be used as a 
feature in the training set. In evaluating the proposed MiniatureVQNet single-ended 
method, the accuracy of the MiniatureVQNet was examined on different environmental 
noise features and transmission network quality features. The acoustic features considered 
during evaluation were the noise type and signal–to–noise ratios, whereas the network 
factors examined were the packet loss, delay, and jitter. G722 audio codec was used to 
encode the speech signal for streaming.  

Two variations of the proposed MiniatureVQNet model were evaluated, model trained on 
dataset with environmental noise only and the model trained on noise–network distorted 
speech dataset. The model trained on environmental noise only dataset is referred to as 
MiniatureVQNet–Noise throughout this work. Whereas, the model trained on noise-
network distorted dataset is referred to as MiniatureVQNet–Noise–Network.  

6.1 General Performance 

First, we compared the performance of MiniatureVQNet–Noise and MiniatureVQNet–
Noise–Network with the ITU-T P.563 recommended non-intrusive speech quality 
evaluation method, on the test dataset which included clean, environmental noise and noise-
network distorted features. Both MiniatureVQNet–Noise and MiniatureVQNet–Noise–
Network outperformed the P.563 in prediction accuracy. The mean squared error (MSE) of 
the models compared to the PESQ score for ITU-T P.563, MiniatureVQNet–Noise, and 
MiniatureVQNet–Noise–Network was 2.19, 0.34, and 0.21, respectively. 
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Figure 7 P.563, MiniatureVQNet–Noise, and MiniatureVQNet–Noise–Network Quality prediction comparison on 
clean, environmental noise and noise-network distorted features. 

 

We expected P.563 to be outperformed by the proposed models. However, the difference in 
accuracy was out of our expectations. We were interested to know the cause of poor 
performance of P563 model. A further examination of the difference in performance of the 
P.563 and the MiniatureVQNet variants shows that, the difference is attributed to the 
failure of the P.563 model to accurately predict the speech quality when speech distortions 
are low, or the SNR is high. For high quality speech signals, the P.563 prediction is very 
poor, while for low quality speech signal the P.563 method accuracy is comparable to the 
MiniatureVQNet models, as shown in the Figure 8  and Figure 9 below. 

 

Figure 8 Model accuracy at different signal-to-noise ratios without network distortion 
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Figure 9 Model accuracy at different signal-to-noise ratios with network distortions 

 

Figure 8, considers the effect of noise only, the P.563 MOS score MSE is almost equal to 
MiniatureVQNet model MOS score at low SNR. However, the error increases with the 
increase in SNR. Compared to Figure 9, even for low SNR, at 0 dB SNR the accuracy is 
different between the MiniatureVQNet model and P.563 method. DNN model performed 
better than the traditional P.563 model in both noise only, and noise-network condition.  

 

6.2 The Effect of Noise and Network Distortion on Prediction Accuracy 

While both the MiniatureVQNet–Noise and MiniatureVQNet–Noise–Network models 
show a better performance than that of P.563, the MiniatureVQNet–Noise–Network, model 
trained on the noise–network speech dataset exhibits a higher accuracy than the 
MiniatureVQNet–Noise  model, which is trained on noise only dataset.  
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Figure 10 Comparison of MiniatureVQNet–Noise and MiniatureVQNet–Noise–Network Models’ accuracy at 
different signal–to–noise ratios on noise distorted speech data. 

 

In the noise-only dataset, a dataset without network distortions (no packet loss, the delay is 
less than 3ms, no jitter), both models MiniatureVQNet–Noise and MiniatureVQNet–Noise–
Network exhibited the same performance. There is no significant difference between the 
model trained on the noise–network dataset and the model trained on the noisy-only 
dataset, as shown in Figure 10. This is interesting as the model trained on the noise–
network dataset improves the general performance, without a decrease in performance on 
the noise-only dataset. The model trained on the noise–network–distorted dataset can learn 
network distortion features without a loss of knowledge on noise features. Thus, the 
proposed model is suitable for deployment in noise and noise–network conditions. 
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Figure 11  Comparison of MiniatureVQNet–Noise and MiniatureVQNet–Noise–Network Model’s accuracy at 
different signal-to-noise ratios on noise–network–distorted speech data. 

 

Comparing performances on noise-network distorted speech dataset. The MSE of the 
MiniatureVQNet–Noise–Network model’s accuracy is low compared to MiniatureVQNet–
Noise as shown in the Figure 11. At a 0 dB signal–to–noise ratio, the MSE for 
MiniatureVQNet–Noise– Network and MiniatureVQNet–Noise models was 0.237 and 
0.267, respectively. However, with the increase in SNR, both models’ performances 
decreased. For example, at a SNR of 15 dB, the MSE of MiniatureVQNet–Noise was 
0.452, whereas that of MiniatureVQNet–Noise–Network was 0.438. The performance 
decreases as the effect of network distortions is less at a high SNR than at a low SNR. Still, 
the noise–network–trained model outperforms the noisy dataset trained model at all SNRs. 

In both cases, noise only speech dataset and noise-network distorted speech dataset 
MiniatureVQNet–Noise–Network exhibits higher performance compared to 
MiniatureVQNet–Noise model. Therefore, for single-ended speech quality monitoring in 
VoIP applications, model trained on noisy only datasets is outperformed by the model 
trained on noise–network speech datasets. 
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6.3 The Effect of Noise Type and Network Distortion on Prediction Accuracy 

Different noise types have different characteristics. Therefore, we intend to understand the 
influence of various noise types at different SNR values on the performance of 
MiniatureVQNet–Noise and MiniatureVQNet–Noise–Network models. Moreover, we 
intend to understand how network distortion impacts different noise types. 

Noise type affects the model performance differently as shown in Figure 12 and Figure 13, 
where a comparison of street and train station noise is plotted. Train station noise 
constitutes noise from different sources, such as approaching trains, broadcasting 
loudspeakers, and conversation from nearby people. Street noise constitutes noise from 
passing cars, singing birds, and other sources. 

 

Figure 12 The effect of noise type without network distortions on prediction accuracy. 

 

Figure 12 shows the MiniatureVQNet–Noise and MiniatureVQNet–Noise–Network model 
performances on street and station noise. There is no significant performance difference for 
both street and station noise type for SNRs below 10 dB. When the speech SNR is greater 
than 10 dB, there is significance difference between different models performance on street 
noise, at high SNR station noise is more distorted than street noise.  The MiniatureVQNet–
Noise performs better than the MiniatureVQNet–Noise–Network model.  
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Generally, MiniatureVQNet–Noise–Network performs better than the MiniatureVQNet–
Noise model, but care should be taken as there are cases where prediction performance on 
noise only speech dataset is degraded by training the model on noise-network distorted 
speech dataset.  

 

Figure 13 The effect of noise type with network distortions on prediction accuracy. 

 

To investigate the mutual effect of network distortions and noise type on speech quality, the 
comparison of street and train station noise is shown in Figure 13. In comparison to noise 
only speech dataset, models’ performance on noise–network distorted speech dataset 
depends on noise type and noise distortion (SNR). 

Both models, MiniatureVQNet–Noise and MiniatureVQNet–Noise–Network performs 
better on station noise than on street noise. However for speech with SNRs less or equal to 
0 dB and greater than or equal to 15 dB the performance difference based on noise type 
diminishes. Therefore, the effect of network distortion on noisy speech is more prominent 
for SNRs between 0 dB and 15 dB. 

The DNN model prediction accuracy depends on the noise type. Nevertheless, training the 
model on the noise–network dataset improves the model accuracy on all SNRs and noise 
types. MiniatureVQNet–Noise–Network is more robust than MiniatureVQNet–Noise on all 
SNRs and noise types. 
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6.4 Effect of Jitter on Prediction Accuracy 

Figure 14 shows the effect of jitter on the MiniatureVQNet–Noise–Network and Miniature 
VQNet–Noise model performance. We examined the effect of jitter at a 200 ms delay. The 
models showed significant performance differences at a jitter of 10% delay, which is 20 ms. 
At this jitter, the model trained on the noise-only dataset showed a 0.268 MSE, whereas 
that of the noise–network-trained model showed a 0.211 MSE.  

In all other cases, the noise–network-trained model outperforms the noise–only–trained 
model, and the difference is large when the jitter is 10% of the delay. Training the model on 
the noise–network speech dataset improves the model’s accuracy on different jitter 
distortions. 

 

 

Figure 14 The effect of jitter at 200ms delay on model accuracy 

 

6.5 Effect of Packet Loss on Prediction Accuracy 

With the jitter, delay, and burst-loss kept constant, the effect of packet loss on the 
performance of the noise-trained model and noise–network-trained model was compared, 
as shown in Figure 15. The performance of the MiniatureVQNet–Noise–Network and 
MiniatureVQNet–Noise models decreases with the increase in the packet loss; the MSE 
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increases with an increase in the packet loss. Meanwhile, at all loss measurements, the 
MiniatureVQNet–Noise–Network model outperforms the MiniatureVQNet–Noise model. 
However, the performance difference is not very high, except for a 10% and 20% packet 
loss. Training the model on the noise–network dataset offers a better MOS prediction 
accuracy compared to models trained on the noisy dataset under all packet loss conditions. 

 

 

Figure 15 Effect of packet loss at 200ms delay without jitter on model accuracy 

6.6 Post-Training Optimized Model Performance and Correlation 

The MiniatureVQNet–Noise–Network was optimized after training to reduce the model 
size and execution time in low-powered devices. Two optimized models, Dynamic–Range 
MiniatureVQNet–Noise–Network and Float16 MiniatureVQNet–Noise–Network, were 
compared with the original MiniatureVQNet–Noise–Network.  

Figure 16 shows MOS score distribution of the MiniatureVQNet dynamic rage (DNN DR) 
quantized model in comparison to P.563 method, using PESQ as a reference. 
MiniatureVQNet performs betters than P.563 in all MOS score distributions. 
MiniatureVQNet shows better prediction accuracy compared to P.563 on low MOS scores.  
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Figure 16 MOS comparison P563 and DNN Dynamic range quantized model 

 

Table 6 shows the Pearson correlation coefficient of MiniatureVQNet–Noise–Network, 
Dynamic–Range Miniature VQNet–Noise–Network, and Float16 MiniatureVQNet–Noise–
Network with respect to PESQ. For optimized models, there is a slight decrease in the 
Pearson correlation for Dynamic–Range MiniatureVQNet–Noise–Network compared to the 
original model, but this difference is not significant. 

 

 

Model Correlation MSE 
MiniatureVQNet–Noise–Network 0.691 0.194 

Float16 MiniatureVQNet–Noise–Network 0.690 0.194 
Dynamic-Range MiniatureVQNet–Noise–

Network 
0.670 0.254 

Table 6 Correlation and Mean Squared Error. 
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The MSE of Dynamic–range MiniatureVQNet–Noise–Network was 0.254, which is high 
compared to MiniatureVQNet–Noise–Network and Float16 MiniatureVQNet–Noise– 
Network, which were each 0.194. The results show that model compression can be 
achieved without a loss of model accuracy. Therefore, the proposed model’s weights 
representation can be reduced from float64/float32 to a low number of bits (float16) 
without a loss of accuracy. Hence, the quantized model can be used in a resource-
constrained environment without a loss of accuracy. 

6.7 Raw Sample Data of Speech Quality MOS Score for Different Models on 
Noise-Network Distorted Speech Dataset 

The preceding performance evaluation graphs above show the general behavior of the 
proposed speech quality prediction model on clean speech and noise-network distorted 
speech dataset. Table 7 shows the result for an individual recorded speech utterance file at 
different network and environmental noise parameters. 

 

Text her purse was full of useless trash 
Distortion 
parameters 

Clean Street 
Noise 
SNR 5 dB 

Station 
Noise 
SNR 15 dB 

Station 
Noise 
SNR 15 dB 
+ 200ms 
delay+10% 
packet loss 

Street Noise 
SNR 15 dB + 
200ms 
delay+30% 
packet loss 

ITU-T PESQ 
(End to End) 

4.5 1.45 2.53 2.53 1.78 

ITU-T P.563 4.5 2.08 4.5 4.5 4.23 
MiniatureVQNet 
Noise speech 

4.4 1.69 1.65 1.68 1.67 

MiniatureVQNet 
Noise-Network 
speech 

4.5 1.60 1.78 1.76 1.73 

 

Table 7 Raw Sample Data of Speech Quality MOS Score for Different Models on Noise-Network Distorted Speech 
Dataset 
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CHAPTER 7  IMPROVED AUTOMATIC SPEECH 
RECOGNITION ON NOISE–NETWORK DISTORTED 

SPEECH DATASET 

 

Different ASR engines have been proposed. To evaluate the performance of ASR systems 
on the noise-network distorted database, we used DeepSpeech version 0.9.3 (Mozilla, 
2020). DeepSpeech is an open-source speech-to-text engine that uses a model trained by 
machine-learning techniques based on Baidu’s study  (Hannun et al., 2014). This technique 
does not require hand-designed features to model background noise, reverberation, or 
phoneme dictionary. Instead, it relies on large amounts of varied data for training. 

The aforementioned features render DeepSpeech Engine the best candidate for evaluating 
the performance on noise-network distorted speech. Evaluation was carried on both models, 
the DeepSpeech CSM and NNSM. 

7.1 ASR Performance Metrics 

An automatic ASR performance measurement is necessary for the rapid system 
development and the performance comparison of different ASR systems. Researchers 
generally report the performance of ASR systems using the Word Error Rate (WER) 
metric. WER is defined as the ratio of the total number of errors (substitution, deletion, and 
omissions) in the transcription output to the number of words in the speech signal input to 
the ASR system, given by the equation below. 

 

ܴܧܹ = ܵ + ܦ + ܰܫ  

Equation 2 ASR Word Error Rate Function 

 

,where S is the number of erroneous word substitutions, D is the number of word deletions, 
I is the number of insertions of false words in the ASR output, and N is the number of 
words actually spoken in speech input to the ASR system. 

The WER does not reflect human judgment, such as the relative importance of certain 
words for the meaning of the message. Therefore, more intuitively appealing measures for 
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ASR – the match error rate (MER) and word information lost metric (WIL) – were also 
used (Morris et al., 2004). MER is the probability of a given match being incorrect, 
obtained by simply dividing the WER by its maximum possible value. Let H, S, D, and I 
denote the total number of word hits, substitutions, deletions, and insertions, respectively. 

 

ܴܧܯ = ܵ + ܦ + ܪܫ + ܵ + ܦ +   ܫ
Equation 3 ASR March Error Rate Function 

 

The WIL metric is the difference between 100% word preservation and percentage on 
output words preserved. Where ܪ > ܵ + ܦ +  the word information preserved (WIP) is  ܫ
given by: ܹܲܫ = ܪܰ

 

Equation 4 ASR Word Information Preserved Function 

 

Then, WIL is derived from WIP, which is given by the equation below. 

ܮܫܹ  =  ܲܫܹ−1

Equation 5 ASR Word Information Lost Function 

 

The DeepSpeech model performance was tested using both clean speech and noise-network 
speech, before and after fine-tuning with the noise-network speech dataset. The metrics 
used for comparison were the WER, WIL, and MER. In the next section, the results of the 
comparison between the performances of the two models are presented. 
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7.2 Dataset 

 

The datasets used for the training and testing of deep-learning-based ASR systems has 
evolved from clean-read speech, spontaneous-speech, large dataset size speech corpus, 
artificially added environmental noise, speech recorded in domestic environments, and 
speech transmitted through cellular networks. The proposed dataset aims to build on the 
existing datasets with the addition of distortions induced by network conditions and 
encoding-decoding schemes on speech transmitted through the VoIP system. This dataset is 
built on clean speech, which is then distorted by noise at different signal-to-noise ratios 
(SNR), then transmitted at different network quality of service (QoS) parameters to 
generate noise-network distorted speech dataset. 

 

The noise-network distorted speech dataset was divided into a training dataset and a testing 
dataset. The testing data was selected from the total sample of noise-network distorted 
dataset using stratified random sampling. The total sample was divided into groups of 
sentences with similar attributes, as shown in Table 4. In each similar attribute group, there 
were 30 sentences, which were further divided into utterances of male and female speakers. 
Then, three samples were selected from each group. Finally, through the stratified random 
sampling, 20% of the total sample was set for testing, while the remaining 80% was used 
for training. This testing dataset sampling method was selected to ensure that different 
sample attributes were equally represented in training and testing datasets. One hundred 
and fifty four hours of speech were used for training and 38.5 hours of speech were used for 
testing. 

7.3 ASR Pre-Trained Model and Fine-Tuning Process 

The pre-trained model of DeepSpeech was trained on Fisher, LibriSpeech, Switchboard, 
Common Voice English, and WAMU radio-shows databases. The acoustic models were 
trained on American English with synthetic noise augmentation, and the model achieved a 
7.06% word error rate on the LibriSpeech clean test corpus. The performance of the pre-
trained DeepSpeech CSM on noise-network distorted speech dataset was analyzed, and 
then the model was optimized through transfer learning. 

Transfer learning transfers the knowledge gained when solving one problem and applies it 
to a different problem in a related domain. Fine-tuning is a transfer learning technique that 
starts with a pre-trained model on the source task and trains it further on the target task. 
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Fine-tuning is a common technique in computer vision tasks (Kornblith et al., 2019). In 
ASR, fine-tuning was successfully applied in low resource languages, where models trained 
to recognize speech in rich resource languages were then transferred to low resource 
languages [ (Huang et al., 2013), (Kermanshahi et al., 2021), (Shi et al., 2019) ]. To the best 
of our knowledge, this is the first case the transfer of knowledge gained by a model in 
speech–to–text conversion of clean speech is applied on speech–to–text conversion of 
noise-network distorted speech. 

The noise-network dataset contained the same alphabet set as the dataset used to train the 
DeepSpeech model. Therefore, the released DeepSpeech model output layer matches noise-
network data, and there were no need for a different classifier in our experiment. We fine-
tuned the entire model graph with the noise-network dataset without adding new layers. In 
this experiment, the model parameters and architecture were equal to those of the released 
DeepSpeech model with the training dataset as the only difference. 

Hence, transfer learning on noise-network dataset was evaluated as the sole factor to the 
ASR performance improvement. The training system environment had the following 
hardware and software specifications. Hardware specifications were: - Processor: Intel® 
Core™ i7-9750H CPU @ 2.60GHz × 12, Graphics: NVIDIA Corporation TU117M 
[GeForce GTX, 1650 Mobile / Max-Q] / GeForce GTX 1650/PCIe/SSE2, Memory: 
31.2GB, Disk capacity: 1.3TB. While the OS platform used was Ubuntu 20.04.2 LTS, 64-
bit, and GNOME Version:3.36.8 with Windowing System: X11. 

The open-source TensorFlow framework was used to build the model and train the 
network. The model network architecture was the same as that of DeepSpeech. The 
network was trained in six stages of 10 epochs each, and a generalization evaluation was 
performed at each stage. The training, testing, and validation used the following 
parameters: The training batch size, test batch size, and validation batch size were 112, as 
the dataset was in the multiples of 112. This is different from the original DeepSpeech 
model, which used a batch size of 128 for training, testing, and validation. As in the 
original model, a training learning rate of 0.0001 and dropout rate of 0.4 were used. For 
each stage, the generalization performance of the network was monitored using a subset of 
the Mozilla Common Voice Corpus 1 English dataset. This speech dataset is referred to as 
the clean speech in the experiment result presentation. 
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Figure 17 Transfer learning accuracy and generalization performance 

 

Fine-tuning ASR model on noise-network distorted speech dataset improved the 
performance. However, the model’s generalization performance slightly decreases. WER 
before fine-tuning was 0.12 on Mozilla Common Voice Corpus 1 English dataset, by fine-
tuning the model on noise-network distorted dataset the WER increased to 0.26 and then 
decreased to 0.23 as shown in Figure 17. 

Fine-tuning the model leads to decrease in performance on the original dataset, but the 
decrease is not proportional to the increase in performance on fine-tuning dataset. 
Comparing the model performance on noise-network distorted speech dataset and that of 
Mozilla Common Voice Corpus 1 English dataset. Before fine-tuning the models’ WER on 
noise-network distorted dataset was 0.79 whereas after fine-tuning the performance was 
0.07. The models performance decrease reaches a point where further fine-tuning does not 
affect the generalization performance.  

7.4 Experiment Results 

Fine-tuning a CSM on a noise-network distorted speech dataset improved model 
performance on noise-network distorted speech. However, the ASR model fine-tuned on 
noise-network speech undergoes a slight degradation on the generalization performance on 
clean speech compared to the ASR model trained on clean speech. 
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The WER of the DeepSpeech model on the clean speech dataset was 0.12 and 0.24 before 
and after fine-tuning, respectively. However, the model performance on the noise-network 
distorted speech dataset improved significantly from 0.79 before fine-tuning to 0.07 after 
fine-tuning. The ASR performance on the noise-network distorted speech improved at the 
expense of generalization performance, but the degradation was less when compared to the 
improved robustness. Robustness in this study means the ability for the model’s 
performance to withstand changes in input speech degraded by noise-network distortions. 
The models’ accuracy is not to be affected by speech degradation.  

 

 

Figure 18 ASR model’s performance before and after fine-tuning on noise-network distorted speech dataset 

 

The performance of CSM on clean and noise-network-distorted speech datasets was 
compared with that of the NNSM on the noise-network-distorted speech dataset. Generally, 
noise-network distortions resulted in equal degradation on WER, MER, and WIL, with 
WER and MER increasing from 0.19 to 0.79 and the WIL rate increasing from 0.24 to 0.85. 
The fine-tuning improved the model performance on WER and MER from 0.79 to 0.07, 
while WIL decreased from 0.85 to 0.09. 
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7.4.1 Isolated Effect of Noise and Network Distortion on WER 

To examine the individual effect of noise distortion and network distortion on noisy speech 
data, the noise distorted speech data without any network distortion was used. Then, the 
general network distortion effect for each SNR was observed. The performance of the two 
models, the CSM and NNSM are shown in Figure 19. 

 

 

 

Figure 19 Effects of SNR and network distortion on WER. 

 

As expected, WER decreased with an increase in the SNR. However, it was noticed that the 
network distortion effects were high on high SNRs and did not cause significant differences 
to speech signals with low SNR, which were already highly distorted by noise. The fine-
tuned model exhibited the same performance for SNR greater than 5 dB. However, the 
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performance decreased significantly for the SNR less than 5 dB. Therefore, NNSM has 
improved robustness for speech signals with SNR greater than 5 dB, independent of 
network distortions.  

7.4.2 Effect of Noise Type and Network Distortion on WER 

Different noise types have different characteristics. We intend to understand the influence 
of various noise types at different SNR values on the performance of CSM, and NNSM. 
Moreover, we intend to understand the manner in which the network distortion impacts 
different noise types. Noise type affects WER, WIL, and MER differently, as shown in 
Figure 20 – by a comparison of street noise and train station noise.  

 

Figure 20 Effects of street noise and station noise with network distortion on WER. 

 

Train station noise constitutes the noise from different sources, such as approaching trains, 
public addressing speakers, and nearby conversations. Street noise constitutes the noise 
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from passing cars, singing birds, and other sources. The CSM performance on station noise 
was lower than that of the CSM on the street noise for all SNR values. Moreover, the 
robustness of the fine-tuned network using noise-network distorted speech is evident, as the 
performance of NNSM is not affected by noise type. 

When the noise-distorted speech was further distorted by network transmission errors, there 
was no difference in the performance of CSM and NNSM on different noise types as shown 
in Figure 21.  

 

Figure 21 Effect of street noise and station noise with network distortion on WER. 

 

The network distortion on noisy speech masks the noise effects on WER. The WER 
increased with a decrease in the SNR of the speech for the CSM, but for the NNSM, the 
performance was the same for SNR values greater than 5 dB. The NNSM performance on 
noisy speech and noise-network distorted speech data deteriorates for the SNR values of 
less than 5 dB. The NNSM can learn the effect of noise-network distortions when the SNR 
is greater than 5 dB. Hence, the NNSM is more robust than the CSM. 
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7.4.3 Effect of Jitter on WER, MER, and WIL 

 Figure 22 shows the effect of jitter on WER, MER, and WIL. If all network parameters are 
constant and the jitter is less than 0.2 of delay, there is a constant effect on WER, MER, and 
WIL. However, with a jitter greater than 0.2 of delay, WER, MER, and WIL begin to 
increase proportionally to the jitter.  

For the CSM, WIL is greater than MER and WER. However, for the NNSM, WER, MER, 
and WIL are equal when the jitter is less than 0.2 of delay, with the WIL higher than the 
WER and MER when the jitter is greater than 0.2 of delay. 

 

Figure 22  Effect of jitter on WER, MER, and WIL, for a delay of 200ms with packet loss of 0%. 

 

7.4.4 Effect of Packet Loss on WER, MER, and WIL 

With the jitter, delay, and burst-loss kept constant, the effect of packet loss on the clean-
speech-trained model is constant for loss less than 10%. However, for a packet loss greater 
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than 10%, the WER, MER, and WIL increased proportionally to the packet loss. By 
contrast, for the noise-network-trained model, the effect of an increasing packet loss begins 
to be seen when the loss is greater than 15%. When the packet loss is greater than 15%, the 
WIL error rate increase is greater than that of WER and MER, as shown in Figure 23. 

 

 

Figure 23  Effects of packet loss on WER, MER, and WIL, for a constant delay of 200ms without jitter. 

 

7.4.5 Combined Effect of SNR and Packet Loss on WER 

The combined effect of SNR and packet loss shows that both SNR and packet loss 
contribute significantly to the decreased performance of the clean-speech-trained ASR as 
shown in Figure 24. The WER of clean-speech-trained ASR model increases with an 
increase in packet loss for all SNRs, whereas the WER increases with the decrease of SNR. 
However, for an SNR of 0 dB, the effect on WER is dominated by SNR rather than packet 
loss. 
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Figure 24 Effects of SNR and packet loss on WER, for a constant delay of 2 ms without jitter. 

 

The NNSM yields significantly improved performance compared to that of the CSM. 
Furthermore, the NNSM shows better robustness compared to the CSM. A change in 
packet loss and SNR generates a small change in accuracy of the NNSM compared to that 
of the CSM. The NNSM performance can withstand the packet loss of less than 15% and 
the SNR values greater than 5 dB without loss of accuracy. 
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7.4.6 Combined Effect of SNR and Jitter on WER 

An examination of the effect of jitter and SNR on ASR performance shows that the effect 
of SNR was significant compared to that of jitter, as shown on Figure 25. However, when 
the ASR is trained using noise-network speech distorted dataset, the robustness of the ASR 
increases. The effect of SNR and jitter is observed for the SNR less than 5 dB and the jitter 
greater than 30% of the delay, and the SNR effect does not dominate the jitter effect on the 
noise-network-trained ASR system. 

 

Figure 25  Effect of SNR and jitter on WER, for a delay of 200ms with packet loss of 0%. 
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7.4.7 Combined Effect of Jitter and Packet Loss on WER, MER, and WIL 

The combined effect of jitter and packet loss has an increased impact on the performance of 
ASR for WER, MER, and WIL. Figure 26 shows the effect of jitter and packet loss on 
WER. Training ASR on noise-network distorted speech minimizes the WER. However, the 
improvement starts to decrease when the jitter is higher than 0.3 of delay and the packet 
loss is greater than 15%. The NNSM can learn the patterns for jitter and packet loss better 
than the CSM models. 

 

 

Figure 26 Effects of packet loss and jitter on WER, for at 200ms delay. 
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7.4.8 Raw Sample Data of ASR Evaluation WER Score for Different Models on 
Noise-Network Distorted Speech Dataset 

The preceding performance evaluation graphs above show the general behavior of speech 
recognition system on clean speech and noise-network distorted speech dataset. Table 8 
shows the result for an individual recorded speech utterance file. 

Text her purse was full of useless trash 
Distortion 
parameters 

Clean Street 
Noise 
SNR 5 dB 

Station 
Noise 
SNR 15 dB 

Station 
Noise 
SNR 15 dB 
+ 200ms 
delay+10% 
packet loss 

Street Noise 
SNR 15 dB + 
200ms 
delay+30% 
packet loss 

Clean Speech 
Model (WER) 

0 0.833 0.167 0.333 0.833 

Noise-Network 
distorted speech 
model (WER) 

0 0 0.167 0 0.267 

 

Table 8 Raw Sample Data of ASR WER Score for Different Models on Noise-Network Distorted Speech Dataset 

Results show that there were no performance difference between the clean speech and 
noise-network distorted speech trained models on clean speech dataset. However, at low 
SNR (5 dB), and high network distortions noise-network distorted speech dataset model 
performance was better than the clean speech trained model.   
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CHAPTER 8  CONCLUSION 

 

This work proposes the MiniatureVQNet, a single-ended speech quality evaluation method 
for VoIP audio applications, based on a lightweight deep neural network (DNN) model 
trained on an environmental noise and network-distorted speech dataset. The proposed 
model can predict audio quality independent of the source of degradation, whether noise or 
network, and is light enough to run in embedded systems. The proposed MiniatureVQNet 
model outperforms the traditional P.563 method in accuracy on all tested network 
conditions and environmental noise parameters. Furthermore, the proposed model is 
compact and can easily run on various low-resource computing platforms. 

Training on a noise-network distorted speech dataset improves the DNN based speech 
quality prediction models’ accuracy in all VoIP environment distortions compared to 
training the model on a noise-only dataset. The noise–network dataset captures speech 
degradation from environmental noise and also transmission-induced degradations. In all 
considered environmental noise and transmission error factors, the MiniatureVQNet trained 
on the noise–network–degraded dataset outperformed the model trained on the noise-only 
dataset. Hence, the MiniatureVQNet model can learn new features without degradation in 
performance. Examining the model performance on different noise types, SNR, jitter, 
packet loss, and delay provides the model’s weak points, where the model performance is 
low. Care should be taken when deploying single-ended speech quality prediction models 
as the stated performance may not be applicable in all conditions. 

Recently, music streaming, BGM streaming, Internet radios, and IP audio applications are 
very popular. Thus, it is important to consider not only single-ended speech quality 
evaluation but also music quality evaluation. Music and speech are always mixed, such as 
in Internet radios, where there is usually no clear point when music or speech only will be 
broadcast. Hence, a general audio quality evaluation is important. Although only speech 
was considered in this study, this study can be extended to include evaluation of the general 
audio quality of IP audio applications, including both speech and music signals. 
Furthermore, highly versatile codecs such as Opus (Valin et al., 2012), which scales from 
low-bitrate narrowband speech to high-fidelity full-band speech and supports packet loss 
concealment and the jitter buffer algorithm should be studied. 

 

For VoIP transcription or any other ASR that translates noisy speech transmitted through IP 
network into text, the ASR model trained on noise-network distorted speech performs 
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better than the clean-speech-trained model. The ASR model trained on noise-network 
distorted speech can tolerate a jitter of less than 20% and a packet loss of less than 15% 
without a decrease in the performance. These results are based on G.722 speech codec 
without any jitter buffer algorithms and packet loss concealment support. In the next study 
we will extend this study to include highly versatile codecs like Opus codec (Valin et al., 
2012) which can scale from low bitrate narrowband speech to full-band speech, support for 
packet loss concealment and jitter buffer algorithms. 

 In this study, the dataset includes 30 sentences, which covers all phonemes in the 
American English language. However, this dataset is small, which results in a degradation 
on generalization performance. In future studies, a large dataset with a rich set of utterances 
and speakers can be considered in order to improve the generalization performance of the 
ASR model trained on noise-network distorted speech dataset. The training method should 
also be improved in order to maintain generalization performance while learning noise-
network distortion features. 

It should be noted that the proposed model does not consider the effect of degrading talking 
or conversation quality. These include response delay, side-tone, talker-echo or any other 
two-way interaction features. This study provides an overview of the effect of noise 
distortions and VoIP-transmission-induced distortions on speech when used as input to 
ASR. The results of this study can help with network planning for VoIP transcription 
applications or the deployment of ASR systems, where speech is captured in noisy 
environments and the transcription is performed remotely.  
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